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FOREWORD 

 

 

The Consortium for the Informatization of the Romanian Language (ConsILR) has 

organized the eighth conference Linguistic Resources and Tools for Processing the 

Romanian Language in the series, in two sessions, 8 9 December 2011 and 26 27 April 

2012. As in the previous edition, the organizers of this event have been: the Faculty for 

Computer Science of the ñAlexandru Ioan Cuzaò University of Iaĸi, the Research 

Institute for Artificial Intelligence of the Romanian Academy, Bucharest, the Institute 

for Computer Science of the Romanian Academy, IaἨi branch, the National Museum of 

Romanian Literature, Bucharest and the Intelligentics company from Cluj Napoca. 

In order to further extend the visibility of the research dedicated to the Romanian 

language towards an audience wider than that of strict speakers of Romanian, the editors 

decided to publish the papers of the Conference in English. Moreover, we believe that 

many of the papers describing resources and tools applied to the Romanian language do 

incorporate a sufficiently general approach to be of interest to a wider audience, 

therefore to attract people engaged in research on other languages than Romanian. We 

also continue to consider this series of conferences and its volumes as springboards for 

young researchers, whom we wish to educate in the spirit of exigency, rigor and quality.  

There are more and more signs that the scientific community working in natural 

language processing and computational linguistics is preoccupied to place its scientific 

knowledge and linguistic data into large repositories that could be accessed by 

everyone. The huge interest issued by the META-NET consortium of projects 

(www.meta-net.eu) and the META-SHARE initiative (www.metashare.eu) is 

representative in this sense. On another hand, international scientific consortia are being 

born almost every year, in which researchers from different countries design and 

develop methods and technologies for multilingual applications. Many of these 

approaches are language independent and are particularised for different languages with 

the help of adequate resources. The design and the acquisition of language resources 

(sound records, annotated corpora, electronic dictionaries, language models, treebanks, 

etc.) usually involve huge and extremely qualified human efforts. Even more, parts of 

these type of linguistic data are also volatile, due to the evolution of language. As such, 

they are expensive and should be continuously renewed. The scientific community have 

only recently begun the think to all these aspects and there are not yet agreed strategies 

that best commit to the requirements of a computational approach to language studies 

on long term.  

We believe that the papers included in this volume reflect rather adequate the researches 

pursued recently in Romania and the Republic of Moldavia in the direction of 

development of resources and tools for Romanian language. In line with the other 

volumes of the series, this fifth volume includes again chapters dedicated to speech 

processing, to resources supporting Romanian language processing and to applications. 
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To stress the significant amount of work dedicated to the creation of resources and 

applications in lexicography, a special chapter was assigned to this domain.  

The editors are grateful to all authors and reviewers who contributed to this volume, as 

well as to the Faculty of Computer Science of the ñAlexandru Ioan Cuzaò University, 

which supported the publishing of this volume.  

We wish to our readers a pleasant reading and we invite them to visit the Conference 

site at: http://consilr.info.uaic.ro/consilr2010/.  

 

IaἨi, BucureἨti, Aprilie 2012 

 

The editors 

 



1 

 

CHAPTER 1 

SPEECH PROCESSING 

 





3 

 

THE RO-TOBI ANNOTATION SYST EM AND THE FUNCTIONAL ANALY SIS 

PERSPECTIVE OF THE ROMANIAN INTONATION  

DOINA JITCŀ, VASILE APOPEI, OTILIA PŀDURARU 

Institute of Computer Science of the Romanian Academy 

Iaѽi branch  

jdoina@iit.tuiasi.ro 

Abstract 

The paper presents the RO-ToBI annotation system, used to annotate the 

Romanian intonation, both as a stand-alone system and as a part of a 

functional annotation system, by means of which the prosodic contours can be 

partitioned into a hierarchy of functional units. In the latter case, the RO-ToBI 

labels are used to annotate the local tonal events of the prosodic units which 

make up the partitions. This double perspective (hierarchy of functional units 

and sequence of tonal events) on the intonational contours leads to a more 

accurate understanding of the Romanian intonational contours.  

1. Introduction 

Defining an inventory of F0 contour events to describe the Romanian intonation can be 

justified both by theoretical linguistic needs and practical reasons in speech technology. 

The popularity of the English ToBI annotation system has increased the trust that, by 

redefining this system for a different language, the intonation of that language can be 

better presented in a standard format. As a consequence, various annotation systems 

have been developed: ToDI for Dutch (Gussenhoven et al., 2003), GToBI for German 

(Grice et al., 2002), SP-ToBI for Spanish (GrEP_SP, 2009), CAT-ToBI for Catalan 

(GrEP_CAT, 2009), etc. 

The development of the RO-ToBI system labels for the Romanian language is included 

in the trend of making accessible the understanding of the specificity of the Romanian 

melodic contours and allowing cross-linguistic comparisons at the intonation level.  

Concerning the contour events labeled in RO-ToBI, it has to be underlined that 

enlarging the standard ToBI system by new labels and by a new prefix, has aimed to 

highlighting some F0 contour patterns which generate focus events (nuclear accents) 

within the Romanian intonational contours. Therefore, the intonational events of a 

contour must not be connected only to the significant pitch movements on the accented 

syllables or boundary tones. After identifying an event, it has to establish its role within 

the prosodic group to which it belongs, to identify the position of the focus event.  

In section 2, this paper presents the functional perspective of the prosodic group 

partitioning. The RO-ToBI pitch event and boundary tone inventories are presented in 

section 3. The way the functional annotations are connected to the tone-based RO-ToBI 

annotations, to fully describe an intonational contour, is exemplified in section 4. 
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2. A functional perspective on the prosodic groups 

To functionally describe an intonational contour, we correlated the elementary patterns 

of the F0 contour at the accentual unit level with a set of functions from the 

communicative act level. We defined a set of functions at the communicative act level 

and a corresponding set of functional labels, that can be assigned to the prosodic units 

within an utterance (JitcŁ and Apopei, 2007), (JitcŁ and Apopei, 2009). Thus, a non-

elementary prosodic unit (prosodic group) contains an accentual unit with a high target 

tone and another one with a relatively low target tone, that have their target tones in a 

tonal contrast. These accentual units were named PUSH and POP units respectively to 

suggest their sintagmatic relation. Within the descending contours, the PUSH accentual 

units mark the beginning of a prosodic group by relatively high tones, while the POP 

accentual units mark the end of the prosodic group by a return to low tones.  In addition 

to the PUSH and POP accentual units, a prosodic group can also contain a distinct 

elementary segment, corresponding to a FOCUS type event. However, this one can 

coincide with the PUSH or POP segment. When the FOCUS event overlaps on a PUSH 

segment, a PUSH+FOCUS type segment results. When the FOCUS event overlaps on a 

POP segment, a POP+FOCUS type segment results. Therefore, the functional analysis 

of an intonational contour generates various types of partitions, defined by sequences of 

functional accentual units: PUSH - POP (for ñbroad focusò intonations), PUSH - 

FOCUS - POP, (PUSH + FOCUS) ï POP, PUSH ï (POP+FOCUS), etc. The 

functional perspective of our model on the Romanian intonational contours, leading to 

partitions of the type presented above, is more general than Laddôs model perspective 

(Ladd, 1996), which defines ñweak-strongò partitions at the prosodic group level. 

The ñweak-strongò partitioning can be regarded as a ñnonfocused-focusedò one, that 

corresponds to our (PUSH + FOCUS) ï POP or PUSH ï (POP+FOCUS) functional 

sequences. The Romanian intonational contour analysis gives rise to other partitioning 

types that cannot be considered as ñweak-strongò. The PUSH - FOCUS ï POP 

partitioning type is one that occurs more frequently in ñbroad focusò statement 

intonational contours. It corresponds to a tonal contrast between the tone targets of 

PUSH and POP events. They are both ñweakò parts. In this case, the FOCUS event 

generation does not involve a tonal contrast at the prosodic group level; instead, it is 

based on a particular F0 pattern characteristic and on the maximal level reached by the 

target tone within the focused accentual unit.  

It is important to understand that the pitch accents with significant pitch movements do 

not always lead to focus generation. They can have only demarcation functions 

(PUSH/POP functions). An example illustrating this case is the final pitch accent of a 

yes-no question intonation with the emphasis in a non-final position that has a 

significant pitch range but does not carry the phrase focus. 

After phrase partitioning, the tonal event annotation with a compatible ToBI system 

completes the intonational phrase description. The RO-ToBI label inventory is 

presented in section 3. 
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3. The RO-ToBI label set 

Most of the pitch accent and boundary tone labels presented below are also included in 

the standard ToBI label set. However, when analyzing a Romanian speech corpus 

composed of various types of sentences (statements, wh-questions, imperative 

sentences, vocative sentences, yes-no questions, etc.), we found necessary to introduce 

new labels and a new prefix (ñ~ò) for some types of pitch accent labels. 

The labels from the RO-ToBI set can be assigned to contour patterns containing a local 

event, which can be either a pitch accent or a boundary tone. 

The significance of all these labels and how they are used to annotate various F0 

contours, corresponding to specific contexts, are also presented in an online guide, at: 

http://www.etc.tuiasi.ro/sibm/romanian_spoken_language/RoToBi/RoToBi_System.html 

3.1. The pitch accent labels 

¶ H* - is a pitch accent with a high target tone pitch movement. It is often 

phonetically realized by a large or small rising tonal movement or by a jump to a 

relatively high target tone during the accented syllable. The H* pitch accent can 

also have a tendency of keeping the pitch movement close to a high tonal level 

during a prosodic word. Usually, it is involved in generating a PUSH event at a 

phrase level. It can generate an emphasis when its target tone reaches the highest 

tonal level during an accented syllable, within the descending melodic contours.  

¶ L* - is a pitch accent with a low target tone pitch movement. It is often 

phonetically realized by a large or small decreasing tonal movement or by a 

jump to a relatively low target tone during the accented syllable. The L* pitch 

accent can also have a tendency of keeping the pitch movement close to a low 

tonal level during a prosodic word. Usually, it is involved in generating a POP 

event in statements, in imperative sentences or in wh-questions. It can generate 

focuses within the ascending melodic contours (yes-no questions, echo wh-

questions) when its target tone reaches the lowest tonal level within a prosodic 

unit. 

¶ L+H* - is assigned to a contour that begins by a slowly rising movement from a 

relatively low tone and reaches a high target tone during the following steeper 

rising movement, at the end of the accented syllable. It generates local or global 

focuses. If the melodic contours are descending, the global focus is generated 

during the L+H* pitch accent. If the melodic contours are ascending, the global 

focus is generated during the L+H* pitch accent when the L tone reaches the 

lowest level of the tonal space.  

¶ L+>H* - is assigned to a contour that displays a small rising movement from a 

relatively low tone during the accented syllable and reaches a higher target tone 

by continuing the rising movement during the next unaccented syllable. The 

L+>H* pitch accents often rise the pitch contours to high levels within the 

descending melodic contours (giving rise to prominent PUSH events), without 

generating focuses.   
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¶ H*+>L - is assigned to a contour displaying a high pitch accent followed by a 

very steep decreasing pitch movement during the next unaccented syllable of the 

same word or of the next word. It generates a marked tonal contrast between the 

high target tone during the accented syllable and the low tone reached on the 

next syllable. Therefore, it emphasizes the word related to the accented syllable. 

For example, it can be found in wh-questions, emphasizing the wh-word. 

¶ H*+L - is a pitch accent phonetically realized as a prominent high tone with a 

rising pitch movement at the beginning of the accented syllable, a pitch 

movement at the highest tonal level and a falling pitch movement on the 

accented syllable. Then, the F0 contour follows a descending trend on the next 

non-accented syllable(s).  In non-neutral statements, this type of accent 

generates focuses on the words lying on the descending part of a melodic 

contour. During this pitch accent, a high target tone (close to the top of the tonal 

space) is reached.  

¶ H+L* - is a pitch accent phonetically realized as a fall from a relatively high 

level (reached during the pretonic syllable) to a low target tone, during the 

accented syllable. In neutral statements, it can generate more prominent POP or 

POP+FOCUS events.  

¶ L*+H - is a pitch accent phonetically realized as a constant pitch movement at a 

relatively low level or as a small decreasing pitch movement to a low target tone, 

during the whole accented syllable or only during its first part. The low pitch 

movement is followed by a prominent rising movement during the post-accented 

syllable or only during its last part. 

The ñ~ò sign can precede an H* label when the corresponding prosodic word has the 

same levels for its beginning and ending tones. This event can occur within various F0 

contour contexts: (a) when it is placed between two high pitch events, it indicates either 

a flat F0 contour of the corresponding prosodic word or a small peak pattern; (b) when it 

is placed between two low tonal events, its F0 contour displays a rising, followed by a 

falling pitch movement, with prominent peaks generating focuses of various strengths.  

Similarly, a low level plateau pitch accent can be annotated by a ~L* label when the 

prosodic word has the same level at its beginning and its end. For the ascending 

contours, the ~L* labels can be assigned to the word in the focus position when the tone 

reaches the lowest level of the tonal space. 

3.2. The boundary tone labels 

In Romanian, the boundary tones can be either monotonal (low-L%, high-H%, medium-

M%) or bitonal (LH%, HL%) as follows: 

¶ L% - The Low boundary tone can be found at the end of the descending melodic 

contours of statements, wh-questions, imperative wh-questions and imperative 

sentences; 

¶ H% - The High boundary tone can be found in confirmation-seeking yes-no 

questions, imperative echo wh-questions, conter-expectational echo yes-no 

questions and imperative yes-no questions; 

¶ M%  - The Medium boundary tone can be found in some vocative sentences; 
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¶ LH% - The Low-High boundary tone sequence can be found in some 

information-seeking yes-no questions with the emphasis in the final position, 

imperative yes-no questions and neutral echo yes-no questions; 

¶ HL% - The High-Low boundary tone sequence can be found in information-

seeking yes-no questions with the emphasis in a non-final position and in certain 

vocative sentences. 

4. Case studies in intonation description, from the combined perspective of 

the functional model and the RO-ToBI system   

In what follows, we shall analyze the intonational contours corresponding to several 

types of Romanian enounces, to illustrate how the RO-ToBI labels and the functional 

labels complete each other to describe these contours. The contours are extracted from a 

speech corpus built for the Romance ToBI Workshop (JitcŁ , et al., 2011) and based on 

a questionnaire containing 31 sentence types. Each sentence type was uttered by three 

speakers.   

The contours in Figs. 1 and 2 correspond to two utterances of the affirmative statement 

ñMaria mŁn©ncŁ mandarineò (ñMaria is eating tangerines.ò), with a subject-verb-object 

syntactical structure.  The contours are extracted from the utterances of two speakers. 

Their differences are related to the particular melodies that the speakers currently use in 

uttering the ñbroad focusò statements.  

The intonational contours are composed of a sequence of three AUs (prosodic words). 

For the first contour, the RO-ToBI sequence of pitch accents starts with an L+>H* type 

one (an accent that does not generate focuses) and ends in an L* type accent, which 

does not generate focuses in descending intonational contours. Their target tones define 

the tonal contrast of the intonational phrase. Their corresponding prosodic words are the 

PUSH (PH) and POP (PO) events. The pitch accent in the medial position, 

corresponding to the verb ñmŁn©ncŁò (ñis eatingò) generates a focus by a L+H* pitch 

accent, within a prosodic word having the same level for its beginning and ending tones 

(~L+H*).  

The functional description of this contour, given by a PUSH ï FOCUS ï POP ( 

PH/F/PO) sequence, highlights the medial position of the focused word. The result of 

combining the two annotations is given by (1), where the RO-ToBI labels are indices 

for the corresponding functional labels, giving rise to a specific PH/F/PO partition. 

PHL+>H*  /F~L+H* /POL*             (1) 

The second contour differs from the one previously presented by a more pronounced 

PUSH unit (without changing the focus position), leading to a less focused verb. The 

stronger prominence of the PUSH unit is the result of changing the L+>H* pitch accent 

into an L*+H accent. The decrease in F0 frequency variation during the second prosodic 

word has led to a reduced focus on the verb. From a functional point of view, this 

contour is described by the same general sequence (PH/F/PO), accompanied by RO-

ToBI labels as in (2). 

PHL*+H  /F~H*/POL*             (2) 
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Figure 1: Waveform and F0 contour of the 

utterance of the affirmative statement ñMaria 

mŁn©ncŁ mandarineò (ñMaria is eating 

tangerines.ò), produced by speaker A, with an 

intonational contour described by (1). 

Figure 2: Waveform and F0 contour of the 

utterance of the affirmative statement ñMaria 

mŁn©ncŁ mandarineò (ñMaria is eating 

tangerines.ò), produced by speaker B, with an 

intonational contour described by (2). 

 

In a second example, we shall analyze two intonational contours, corresponding to the 

confirmation-seeking yes-no question ñVei veni sŁ mŁn©nci, nu?ò (ñYou will come for 

dinner, wonôt you?ò), illustrated in Figs. 3 and 4. The contours have been extracted from 

the utterances of the two speakers. Their differences can be related to the particular 

melodies that the speakers currently use in this dialogue context. Within a real dialogue 

scene, one speaker can be dominated by the ñto comeò action and the other one, by the 

ñeatingò action (expressed by the word ñdinnerò).       

The intonational analysis has led to the following two sequences, given by (3) and (4) 

respectively.  

(PH+fH* /POL*)PH/PO+F L*+H              (3) 

 

(PHH* /PO+f^H+!H* ) PH/PO+FL+H*             (4) 

The PH+F functional label corresponds to a PUSH + FOCUS event (including the 

global focus), at the intonational phrase level. The PH+f functional label also 

corresponds to a PUSH + FOCUS event (including a local focus), of the lower level 

prosodic group. 

These descriptions show explicitly that the two contours are structured by two levels. 

The group on the inferior level works as a PUSH event for the intonational phrase. The 

global focus of this interrogative intonational phrase is placed on the final position and 

it is generated within the PO+F event corresponding to the negation word ñnuò. The F0 

pattern of the PO+F unit generates the ascending phrase-final contour specific to the 

yes-no questions.  

The inferior group has a statement type intonation, corresponding to a verbal group. 

Since we deal with a statement, the word reaching the tonal maximum on the accented 

syllable carries the focus ï in our case, the local focus at the inferior group level.  

For the first utterance, the intonational segment of the inferior group emphasizes the 

first verb (an active verb) of the verbal group, while for the second utterance, it 

emphasizes the subjunctive verb. 
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Figure 3: Waveform and F0 contour  of the yes-no 

question ñVei veni sŁ mŁn©nci, nu?ò (ñYou will 

come for dinner, wonôt you?ò) with an intonational 

contour described by (3).   

Figure 4: Waveform and F0 contour of the yes-no 

question ñVei veni sŁ mŁn©nci, nu?ò (ñYou will 

come for dinner, wonôt you?ò) with an intonational 

contour described by (4).  

In the first contour, the H* type target tone reaches the maximum level of the tonal 

space (the second pitch accent is an L* pitch accent). In the second contour, the same 

H* event is followed by an even higher target pitch accent and it lost the emphasis. 

Consequently, the focus is generated within the POP event resulting a PO+f event.  

The third example illustrates a contour corresponding to the imperative sentence ñVino 

aici, te rog!ò (ñCome here, please!ò)- Fig. 5. Similarly to the statements, its contour is 

descending, but the high target tones reach more elevated levels. Its functional 

description is given by the PH/F/PO general sequence and its particular instance is 

given by the RO-ToBI labels, as specified in (5). 

PHL+>H*  /FH*+>L /POL*             (5) 

The functional sequence is the same to the one corresponding to the statement in the 

first example, except for the fact that now, the focus in the medial position is actually an 

emphasis generated by the contrast between the high target tone during the word ñaiciò 

(ñhereò) and the low tonal level at the beginning of the next word (ñteò).  

 

 
Figure 5: Waveform and F0 contour of the utterance 

of the imperative sentence ñVino aici, te rog!ò 

(ñCome here, please!ò), with an intonational contour 

described by (5). 

 

The RO-ToBI system can describe more accurately the contour pattern giving rise to the 

emphasis in this particular case, using an H*+>L type label. Despite the break that 

occurs before the polite request (ñte rogò - ñpleaseò) it does not divide the intonational 

phrase. The prosodic word corresponding to the polite request generates the POP event 
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and facilitates the emphasis generation by the high pitch accent of the word in the 

medial position. 

5. Conclusions 

We conclude that using the RO-ToBI labels leads to an intonational description closer 

to the phonetic characteristics of the Romanian intonational contours. In addition, the 

functional analysis of the intonational contours, materialized in the partitioning of the 

prosodic groups, successfully completes the RO-ToBI description. The functional 

perspective of our model on the Romanian intonational contours, leading to partitions of 

the type presented in section 2, is more general than Laddôs model perspective which 

defines ñweak-strongò partitions at the prosodic group level. It is important to 

understand that the pitch accents with significant pitch movements do not always lead to 

focus generation. They can have only demarcation functions (PUSH/POP functions). 

The levels of the target tones reached within focus events are close related to the 

maximum or minimum tonal levels of the tonal space.  

Therefore, these descriptions lead to a more accurate understanding of the Romanian 

intonational contours within comparative cross-linguistic studies and in designing 

syntactico-prosodic or prosodico-acoustic interfaces for Romanian speech synthesis. 

References 

Grice, M., Baumann, S. (2002). Deutsche Intonation and GToBI. Linguistische 

Bericthte, 267-298. http://www.coli.uni-saarland.de/publikationen/softcopies/ 

Grice:2002: DIG.pdf 

Gussenhoven, C., Rietveld, T., et al. (2003). Transcription of Dutch Intonation. 

http://todi.let.kun.nl/ToDI/home.html 

GrEP_Sp (Group of Prosodic Studies - Spanish) (2009). http://prosodia.upf.edu/ 

sp_tobi/en/labeling_system/labeling_system.html 

GrEP_Cat (Group of Prosodic Studies - Catalan) (2009). http://prosodia.upf.edu/ 

cat_tobi/en/labeling_system/labeling_system.html 

JitcŁ, D., Apopei, V. (2007). Corpus de voce pentru limba rom©nŁ adnotat cu etichete 

funcἪionale la nivelul unitŁἪilor de accentuare. LucrŁrile atelierului ñResurse 

lingvistice ѽi instrumente pentru prelucrarea limbii rom©neò, IaἨi, 31-39.  

JitcŁ, D., Apopei, V., JitcŁ, M. (2009). The F0 contour Modeling as Functional 

Accentual Unit Sequences. International Journal of Speech Technology, 12: 2-3, 

75-82. 

JitcŁ, D., Apopei, V., PŁduraru, O. (2011). Transcription Of the Romanian Intonation- 

Ro_TooBI, Workshop on Romance ToBI (PaPI 2011), June, Tarragona, 

http://prosodia.upf.edu/activitats/wromtobi/home/  

Ladd, D. R. (1996). Intonational Phonology, Cambridge: Cambridge University Press, 

1996. 

http://www.coli.uni-saarland.de/publikationen/softcopies/Grice:2002:DIG.pdf
http://www.coli.uni-saarland.de/publikationen/softcopies/Grice:2002:DIG.pdf
http://prosodia.upf.edu/sp_tobi/en/labeling_system/labeling_system.html
http://prosodia.upf.edu/sp_tobi/en/labeling_system/labeling_system.html


 

11 

 

BLIND SPEECH SEGMENTA TION APPLIED TO THE ROMANIAN 

LANGUAGE  

TIBERIU BOROἧ 

Romanian Academy Research Institute for Artificial Intelligence 

tibi@racai.ro 

Abstract 

The creation of large scale speech databases requires speech segmentation and 

time alignment with text and phonetic transcriptions. For this purpose we 

created a semiautomatic tool that uses a method called ñblind speech 

segmentationò.  

1. Introduction 

Building large scale speech databases is crucial to any research in the field of speech 

technology for the Romanian language. By our knowledge, the largest freely available 

speech database is the Romanian Speech Synthesis (RSS) database (Stan et al., 2011). It 

consists in about 4 hours of time aligned recordings, text and transcriptions. The 

creation of spoken corpora starts from pre-recorded speech and implies labeling the 

boundaries for each allophone found in the recordings. This is not a task that can be 

done manually and requires some method of automatic speech segmentation. Common 

such methods use the output of automated-speech-recognition (ASR) software, 

employing refinement techniques over the raw boundaries (Sethy and Narayanan, 2002; 

Kim and Conkie, 2002; Jarifi et al., 2008). Due to the lack of freely available resources 

for the Romanian language and in order to speed up the boot-strapping process for 

speech recognition, we created a tool (Speech Labeling Tool ï SLT) for semiautomatic 

labeling of speech units. SLT handles the labeling in two steps. The first step uses a 

technique called ñblind speech segmentationò (according to Sharma and Mammone, 

1996) (Aversano et al., 2001; Cherniz et al., 2007; Almpanidis and Kotropoulos, 2008; 

Wang et al., 2003) which is useful in the absence of ASR software. Because this method 

creates non-uniform speech units (diphones, triphones, syllables or even words) a 

second step is necessary for labeling at phoneme level, using a different technique. This 

paper covers only the ñblind speech segmentationò part of our process. 

2. Overview of the blind speech segmentation 

Our implementation of blind speech segmentation uses clustering to group similar 

acoustic frames and dynamic time warping (DTW) to create a time alignment between 

clusters and text units.  We used the Zero Crossing Rate (ZCR), the Energy (E), the 

Spectral Variation Function (SVF) and the number of peaks detected in the spectrum 

(PC) for the calculus of the similarity function between clusters.  

Some text pre-processing is required in order to extract tokens from the text that can be 

easily aligned with acoustic frames (see section 2.2). As a remark, this is the only part 

where this method is not language independent. 
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The block diagram of the system is presented in figure 1. The text processing block and 

the clustering block are used by the DTW to create an optimal alignment between text 

tokens and acoustic frames.  

Text preprocessing

Signal filtering and 

feature extraction
Clustering

DTW Time-alignment

 

Figure 1: System overview 

The basic steps of the method are: signal filtering and feature extraction (section 2.1); 

text pre-processing (section 2.2); clustering applied to acoustic frames (section 2.3); 

DTW alignment (section 2.4). 

2.1. Signal filtering and feature extraction 

A few generic steps specific to digital signal processing (DSP) were taken before 

performing feature extraction on the acoustic data. First, because in speech most of the 

energy is located between 0-4Khz, a low-pass filter with the frequency response 

graphically illustrated in figure 2 was used on the input data. The filter was designed 

using an online Kaiser-Bessel filter generator written by A.R. Collins
1
. The parameters 

for the filter were: Fa=0 Fb=8 KHz, attenuation 98dB and filter order 37.  

 
Figure 2: Frequency response 

After the filter is applied, the signal is split into 20ms overlapping segments using a 

Hamming window function (equation 1), to narrow down the spectral leakage effect 

(Burileanu and Dan, 2000). Each signal window will be treated as an individual cluster 

later in the process. 

                                                      
1 http://arc.id.au/FilterDesign.html 
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ύὲ
πȢυτ πȢτφρ ÃÏÓ ȟὪέὶ π ὲ ὔ ρ

π ȟέὸὬὩὶύὭίὩ
       (1) 

The features extracted from the acoustic frames are: the zero crossing rates (equation 2), 

the mean energy contour (equation 3), the spectral peak count and the spectral variation 

function (equation 4 and 5).  

ὤὅὙ ВȿÓÇÎὼ ίὫὲὼ ȿ         (2) 

ÓÇÎὼ
ρȟὭὪ ὼ π
ρȟὭὪ ὼ π

               

% В × Ø                (3) 

ὠ В ύ ὼ                  (4) 

ὛὊὠὗȟὖ ὗ ὖ ὗ ὖ Ễ ὗ ὖ    (5) 

2.2. Text pre-processing 

Before we can proceed with clustering and DTW we need to do tokenization and 

encoding on the input text data.  

Tokenization has to do with the fact that smooth transitions are present between 

adjacent phonemes, especially when they are part of the same syllable. This happens 

even when the two phonemes are part of different words in a sentence (e.g. 

ñaceastŁ_afacereò English: ñthis affairò). Also, if a word ends in a certain phoneme and 

the next word starts with the same phoneme, the two words share this phoneme between 

them. The tokenization is used to group letters into what we call pseudo-syllables and 

helps the clustering and DTW blocks in their tasks. This is done using a reduced rule 

based syllable splitter that keeps adjacent vowels together ignoring the hiatus rule.  

Encoding is linked to the fact that DTW requires a way to measure the similarity 

between the elements of the two sequences that it aligns. Types of sounds (vowels, 

fricatives, plosives etc.) have similar acoustic behavior, so we treated letters that 

represent phonetic sounds of the same type in a similar manner when comparing them to 

acoustic frames.  

Our tokenization (extraction of pseudo-syllables) is done as follows: 

1. The replacement of the grapheme ñxò with ñcsò; 

2. The replacement of ñchò, ñghò, òcò-i, ñcò-e, ñgò-i, ñgò-e with ñ~ò; 

3. The elimination of hyphens (which just show that the two words should be 

spoken together); 

4. Applying all the rules except for the hiatus rule for syllable splitting and treating 

the ñ~ò symbol as a predetermined syllable; 

5. After syllable splitting we replaced ñ~ò with the original sequence. 

For example, the units obtained from the text ñcine este acoloò (English ñwhoôs thereò) 

are: ñciò, ñineò, ñesò, òteò, ñaò, ñcoò, ñloò. Our text encoding method that produces the 

output for the DTW block is described below: 
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1. As a preliminary step we added white spaces at the beginning and the end 

because recordings usually start and end with silence; 

2. White spaces where encoded with ñSò; 

3. Groups like ñceò, ñciò, ñgheò, ñghiò ñcheò, ñchiò, ñgeò, ñgiò, which have a 

similar pronunciation behavior where encoded with the symbol ñDò; 

4. We used ñVò for vowels (ñaò, òeò, òiò, òoò, òuò, òŁò, ò©ò, ò´ò); 

5. Graphemes ñfò, ñsò, ñѽò, ñjò, ñhò, ñѿò, ñrò, òvò, òzò, òmò, ònò, òlò, òrò 

where encoded with ñFò; 

6. Graphemes ñpò, ñbò, ñtò, ñdò, ñcò, ñgò where encoded with ñPò. 

Our task was simplified by the fact that the Romanian language has a preponderantly 

phonemic orthography, therefore, we did not need to include a phonetic transcription 

module in our tool. 

2.3. Clustering 

We used agglomerative bottom-up clustering and modified the algorithm to take into 

consideration only adjacent audio frames, because of the time-domain restriction 

An aspect of any clustering implementation is how to know when to stop merging 

(bottom-up) or dividing (top-down) clusters. It is obvious that the target number of 

clusters should be at least equal with the number of pseudo-syllables previously 

obtained. This is why the exit clue from the clustering loop was given by the number 

pseudo-syllables multiplied by a constant value2 (k). The similarity between two clusters 

was measured using a distance function calculated as a weighted sum of the normalized 

values for ZRC, E, PC and SVF (equations 6 and 7) 

Ὀ ‌ὤὙὅὤὙὅ ‍Ὁ Ὁ ‎ὛὠὊὠȟὠ ὖὅ‏ +  ὖὅ    (6) 

‌ πȢςȟ‍ πȢςȟ‎ πȢτȟ‏ πȢς              (7) 

2.4. Dynamic Time Warping alignment 

DTW has been used before in speech processing to align sequences based on a 

similarity between their elements. To express the similarity between text symbols (the 

encoding for the text) and clusters we based our calculus on two parameters (E and 

ZCR) mainly because they were already extracted at a previous step. We normalized the 

values as ER for E and ZCRR for ZCR. To have a reference point we calculated the 

average values for ZCRR and ER from a manually aligned corpus for each of the 5 

symbols used in our encoding (see table 1 for results). These are the expected values for 

ZCRR (EZCRR) and ER (EER) for a given symbol in the encoding. We expressed the 

alignment cost between a symbol and a cluster as the Euclidian Distance between points 

given by the coordinates (EZCRR, EER) (for the symbol) and (ZCRR, ER) (for the 

cluster)  (equation 8). Each time the alignment results are validated by a human expert, 

SLT updates the average values of the ZCRR and ER.  

                                                      
2 After some experiments with different numbers we came to the conclusion that the minimum value should be 3 

(partially because it is the average number of sounds in a syllable) 
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Table 1: Expected values for ZCRR and ER 

Symbol EER EZCRR 

D 0.464 0.652 

V 0.466 0.112 

F 0.118 0.660 

S 0.030 0.180 

P 0.085 0.065 

 

Ὀ %:#2:#2 %% Ὁ             (8) 

Some alignment errors are solved using a set of simple heuristics. In cases where more 

text tokens are aligned with the same acoustic cluster, they are reshaped to form a 

bigger unit. An example is the case of ñvine mamaò (English ñmother comesò). The 

resulting text units are: ñviò, ñneò, ñmaò, òmaò.  

¶ The encoding is FVFVSFVFV 

In this particular case, we turned the units ñviò + ñneò to ñvineò and ñmaò + ñmaò to 

ñmamaò as shown in figure 4. The test file was downloaded from Technical University 

of IaἨi ï Sounds of the Romanian Language Corpus (Teodorescu et al., 2011). 

 

Figure 4: Alignment for ñvine mamaò  

3. Testing and conclusions 

Because this is a semi-automatic tool, a good estimate of the performance of the system 

has to reflect the level of human intervention required in the alignment process. To test 

our tool, we extracted non-uniform speech units from a recorded corpus. Each time a 

segment was edited, SLT would realign the other units. All the manually aligned 

segments have their position fixed and there is no need to realign them. The measure of 

effort (EF) was given by the number of manual edits versus the total number of 

segments extracted from the recorded data. We used a set of 103 sentences. The total 

number of tokens obtained from the test set was 1465 with a number of 339 manually 

edited segments. Using equation 9 the total effort was 23%. 

ὉὊ
   

  
                        (9) 

Collecting large corpora of speech units is crucial to all domains of speech processing. 

This is a laborious task, especially when manual segmentation of phonetic boundaries is 
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employed. This paper presents the blind speech segmentation technique we used to 

create a tool for collecting non-uniform speech units. Manual intervention is mandatory 

for the fine tuning of the segment boundaries, but this is less time consuming then full 

manual segmentation. 
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Abstract 

In this paper we discuss a series of problems met during the process of 

syntactic annotation of approximately 4000 Romanian sentences. The 

intention is to put in evidence controversial situations of syntactic annotation 

and to discuss solutions. The annotation process is part of a large project that 

has as purpose the achievement of a Romanian Treebank. 

1. Introduction 

 

One of the most challenging issues in the filed of Natural Language Processing, both for 

linguists and for computer scientists, is the lack of linguistic resources in electronic 

form. In order to collect them, linguists and specialists in computer science need to find 

ways to collaborate and to find a common understanding of the problems connected to 

the complexity and difficulty of the language. 

A treebank is a corpus of texts where each sentence is annotated for syntactic structure. 

This syntactic structure is usually represented as a tree structure (hence the name of 

ñtreebankò). Our purpose was to create a Romanian Treebank, as a collection of texts 

selected from a wide range of registers of the language, that could be used to train, test 

and evaluate a syntactic parser for the Romanian language. This type of parser is, 

presently, under development in a collaborative research at the Institute for Computer 

Science of the IaἨi branch of the Romanian Academy and the Faculty of Computer 

Science of the ñAlexandru Ioan Cuzaò University of IaἨi.  

There are known treebanks for languages like: Chinese, French, German, Italian, 

Japanese and others. The most famous ones are: Penn Treebank ï built at the 

Pennsylvania University, Philadelphia (Marcus et al., 1993) and containing over 4.5 

million words of American English, with more than half of it syntactically annotated, 

and Prague Dependency Treebank ï built at the Charles University of Prague (Hajiļ et 

al., 2001) for Czech. 

There is no standard treebank for the Romanian language so far, but we can mention 

some researches that had as purpose the development of such a data base. For example, 

CŁlŁcean and Nivre (2008) report the development of a treebank, (4,042 sentences 

including 36,150 tokens
1
). There is a limitation in the complexity of the syntactic 

structure, as there are no subordinate clauses. Although the texts were said to be chosen 

in such a way that they would offer a representative sample of the modern written 

                                                      
1Token ï a word or any other element from a line of characters. 
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standard language, their collection includes only texts from newspaper articles 

(specially, political and administrative topics). Each sentence has an average of 8.94 

tokens. 

A very important study for the syntax of the Romanian language was developed at the 

University of Geneva. The authors of the research (SereἪan et al., 2009) built a syntactic 

parser, for the Romanian language, which does not have a Treebank as a data base (the 

resources of the parser are a lexicon and a set of grammatical rules). However, the 

product, obtained after the automatic processing of some texts can be considered a set of 

parsed trees. 

Finally, an approach of building a Romanian Treebank is described also by Florentina 

Hristea and Marius Popescu (2003), from which we have adopted the main part of the 

relation names. In this paper we are mainly interested to present examples of syntactic 

analyses that usually are taken as problematic or controversial. 

2. Syntactic structures 

The type of syntactic annotation we are referring in this paper is the one recommended 

by Tesniére (1959). 

The annotation process is begun by elaborating a list indicating possible relations that 

link subordinate words to their heads as well as part of the surrounding context. To this 

list many other entries have been added during the syntactic annotation, as new cases 

have been discovered. For example, in the table below (first row), the head is a noun. Its 

significance is that the corpus contains at least one sentence that includes a noun 

followed by a preposition, which itself is followed by an adverb. In the dependency tree, 

on the arrow between the noun (plimbarea) and the preposition (de), the adverbial 

attribute (a.adv.) will appear, like in the example: Plimbarea de azi, because de azi is an 

adverbial attribute for the noun plimbarea. 

 
 

Figure 1: Part of the list with the dependency relations 

The method for describing the syntactic structure of the natural language sentences is 

that of the D-trees (trees resulted from using a dependency grammar in the syntactic 

analysis). 

Between a word and its neighbours the mind perceives connections. The sum of those 

connections forms the structure of the sentence. The structural connections establish 

dependency relations between words, and each connection, basically, unifies a superior 
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term with an inferior one. The superior term is usually called head and the inferior term 

is the subordinate.  

In most of the cases (see in the example of Figure 2), the root of the tree should be the 

predicative verb of the sentence. If the sentence contains more than one clause which 

are in subordination relation then the predicative verb of the main clause will be the 

root. As we will see in the following section, in case more clauses are in a coordination 

relation at the most superior level, then a conjunction will be chosen as the root of the 

tree. Inside a clause, once the main element, the predicative verb, is placed in the root 

position, the next step is to look for the subject and the objects, which will become 

immediate descendents of the respective verb. 

 
Figure 2: Predicative verb ï the central element in the tree (the ROOT node) 

(The horses shake the bells) 

Figure 2 represents a simple example of determining a dependency structure of a 

sentence. In the case of more complex sentences and that of more clauses, the building 

of the tree is done top-down. The classical style of pursuing a syntactic analysis, i.e. 

starting from the main element and following with the descendents, is guiding the 

annotation process. 

Next we will present a bunch of examples, pointing out elements which, in a FDG type 

of analysis, are different then in a classical syntactic analysis.  

3. Identifying the structure 

3.1 Coordination 

A coordination relation is established between two or more sentences or between parts 

of one sentence. In our treebank we have observed the following convention: the 

coordinative element (punctuation ï comma, colon, and semicolon, or a coordinative 

conjunction) is taken as the head of the two coordinated elements and will therefore be 

placed in the root position with respective to the two elements. When more than two 

elements are in a coordination relation, then this rule is applied recursively at each level. 

Since the coordinative element (punctuation, conjunction) generally coordinates two 

elements and since the resulted tree should be totally connected, we decided that the 

first coordinative element should be the head of the coordinated element from its left 

and of the coordinative element from its right. Then this last substructure is repeated as 

many times as needed, resulting in N coordinative elements that coordinate N+1 

elements. 
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The example in Figure 3 shows such a structure in which three commas coordinate four 

elements. We can notice that the first comma is the head of the first coordinated element 

(la curŁѿat ï to clean) and of the next comma, that this one, on its turn, is the head of 

the following coordinated element (la spŁlat ï to wash) and the next coordinative 

comma, and that this one coordinates the last two elements (la fŁcut focul ï to make fire 

and la cŁrat peѽtele ï to carry the fish). 

 
Figure 3: Coordination of more than two elements  

(It helps to clean, to wash, to make fire and to carry the fish.) 

3.2 Punctuation 

Same as the exclamation mark and the question mark, the full stop is a direct decendent 

of the central element (the root node) of the sentence. In similar dependency relations 

we place the converted commas (graphical signs used when we want to render a text 

exactly the same way as it was said by someone) at the beginning and ending of a 

clause/phrase, meaning that they should be descendants of the same head as the 

respective clause/phrase. The example in Figure 5 presents such a separation function of 

commas, where two commas graphically divides some parts of the sentence (or of a 

clause) from the rest of its constituents. 

 
Figure 4: The position of the full stop at the end of the sentence 

(The sovereignties start the war).  
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Figure 5: Commas used to separate a syntactic group from other parts of the sentence 

(In the valley, along the brook, there could be seen only grass and roots.) 

According to the Grammar of the Academy2, a comma graphically marks certain short 

pauses made during the rendering of a sentence or a phrase. These kinds of pauses are 

used on purpose in two situations: 

a) to group certain words, which form meaning units, in one place (this way, separating 

them from the rest of the phrase or the sentence); 

b) to focus attention on certain words by separating them from the rest of the phrase. 

3.3 Prepositions 

In the dependency tradition the prepositions are considered heads for the noun phrases 

following them in the surface string. This rule applies equally well in English as in 

Romanian. In Romanian, according to the Grammar of the Academy, the preposition, as 

a connector, is placed in a strict ternary structure, the presence of it being conditioned 

by the co-occurrence with two lexical autonomous terms, which exist in a dependency 

relation (zi de iarnŁ ï day of winter [winter day], fuge la mama ï runs to mama). Thus 

the preposition becomes head for the term on its right. This strict relation is conditioned 

also by the fix order of the two components: the preposition is always placed in front of 

the noun phrase (tablŁ de ѽah ï table for chess [chess table], not tablŁ ѽah de). In the 

dependency trees, according to this rule, the preposition is placed in an intermediate 

position between the two nouns (the determinant and the determiner). 

 

                                                      
2 Academia Rom©nŁ (2005). Gramatica limbii române, Ed. Academiei Rom©ne, BucureἨti 



CENEL AUGUSTO PEREZ 

24 

 

 
 

Figure 6: Subtree with a preposition linking two nouns 

(chessboard) 

 

Figure 6 shows how the preposition de connects the noun tablŁ to the noun ѽah, which 

is seen as an attribute.  

3.4 Numeral 

In most cases, the numeral is placed in the tree under a head which is the noun that it 

counts, like in Figure 7. 

 
 

Figure 7: Example of a simple case with numeral 

(five loaves of breads) 

 

 
 

Figure 8: Numeral with preposition 

In other cases, if between the numeral and the determined word appears a preposition, 

we have to take into consideration also the previous rule that apply to prepositions. In 
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the example E s©ngele vŁrsat de mii de eroié (It is the blood spilled by thousand of 

heroes), the numeral mii (thousand) is a subordinate of the noun eroi (heroes), but 

between these two words the preposition de is present, which cannot be a head for eroi 

because the other preposition de is the head of this word. We keep the rule of 

positioning the preposition as head, but this time the subordinated word is the numeral 

(see Figure 8). 

4. Establishing the dependency relations 

In the process of annotation, the process of building the dependency structure is 

followed by the one of giving names to the dependency relations, on each arrow linking 

words. 

To establish the types of dependencies between words, the grammatical functions of 

those words are thought, in relation with each others. Thus we followed a series of 

general rules noticed to apply in most of the cases:  

¶ the syntactic function (given by the classic syntactic analysis) of the dependent 

word is taken into consideration;  

¶ the morphological characteristics of the dependent word are considered (e.g. the 

auxiliary relation, when the dependent word is an auxiliary verb); 

¶ some dependency relations are dependent of the head word (the prepositional 

relation when the head is a preposition, or a coordinative relation when the head 

is a coordinative element). 

In the following we present some difficult cases of establishing the type of dependency. 

 

4.1 Coordinative relation  

Ellipses incur difficult decisions for establishing both dependencies and relations. 

Figure 9 shows a case of a conjunction combined with an ellipses. When the main verb 

of a clause is missing, the way we treat the implication results from the way we treat the 

simple coordination. In this example, the missing element is a verb (mŁn©ncŁ - eats, in 

the second clause), and the coordinative conjunction ѽi (and) will collect all its 

subjections. When a coordinator represents all the missing elements of a clause, it also 

inherits all the properties of the missing verbal elements. 
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Figure 9: Sentence with elliptical subject and predicate 

(John eats outside on the ground and inside on the table.) 

 

This solution is also computationally efficient because there is no need to create special 

node for the missing words. From a descriptive point of view, it is no problem if a 

coordinative element takes over the syntactic properties from the elements it connects.  

4.2 Comparative relation 

In a comparative relation three elements are connected. The adjective becomes the head 

in this case and the comparative relation is attributed to those elements that help the 

formation of the comparative degrees or is attributed to the word that helps building the 

superlative-relative degree. Figure 10 shows an example: 

 
 

Figure 10: The comparative relation 

(On the highest peak of the Carpathian mountains.) 

 

4.3 Narrative relation 
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When a coordinative conjunction appears at the beginning of a sentence, it marks the 

connection to a previous statement. In this case, the conjunction, as well of other 

markings, all have a discursive role, signalling rhetorical relations. They announce a 

new topic of discussion, or an argumentation related to the previous one. This markings 

are treated in a special way in our structures. In case of conjunctions they donôt have 

their usual coordinative meaning, but suggest the succession of an unbreakable chain of 

actions. Such occurrences are typical in the narrative style. Given their role of discourse 

markers, we decided to place them at the head of the whole construction following it. 

Consequently, the relation linking a discourse with the head of the clause names the 

rhetorical relation.  

 
 

Figure 11: A narrative rhetorical relation 

(And we will bring it.) 

5. Conclusions 

The rules established here had as starting point the norms of the Grammar of the 

Academy, but we had to impose our own conventions in order to accommodate the 

idiosyncrasies of the dependency grammar formalism.  

The corpus includes at this moment about 4000 Romanian sentences manually 

annotated in the FDG formalism. The purpose of this corpus is to be placed at the basis 

of the elaboration of a syntactic parser for the Romanian language. We are aware that its 

size should be increased in order to describe the whole diversity of the Romanian 

syntax, and to assure the redundancy that will make accurate a learning process.  

As the elaboration of a significant corpus is very costly and time consuming, any 

strategy able to boost this process should be put to work. We see at this moment, a 

number of possible ways to follow:  

- try to merge all initiatives to build Romanian treebanks in a coherent unified corpus of 

annotated trees. But such a tentative will certainly be hindered by the diversity of 

conventions used by different authors and by differences in names of relations. As such, 

a hierarchy of relations should first be established and, where possible, merging 

strategies should be imagined;  

- try to engage in the annotation process a large number of contributors. Certainly this is 

not easy, because annotation should follow strict rules in order to be accurate and this 

means the use of linguist experts. However, to accommodate the need for expert 
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knowledge with the need of large number of contributors, techniques of human 

computing could be imagined. 
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Abstract 

This article represents a description and a realization of a new methodology of 

studying the issues in computational derivational morphology, related to the 

algorithmization of certain linguistic mechanisms, e. g., affix substitution, 

derivatives projection, derivational constraints and formal derivational rules. 

The established mechanisms, which permitted the elaboration of algorithms 

and corresponding programs, led to generation of a significant number of 

derivatives with different affixes. 

1. Introduction 

The linguistic resources represent the fundamental support for automatic tools 

development in the processing of linguistic information. The need of the lexical 

resources enrichment is satisfied not only by borrowings of words from other languages, 

but also by the use of some exclusively internal processes.  

The particularities of the derivational morphology mechanisms help in lexical resources 

extension without any semantic information. Moreover, there are processing 

mechanisms similar for different languages spoken in Europe, namely English, French, 

Spanish, Russian, Romanian. The approaches and mechanisms presented in the paper 

have been studied on the examples from Romanian language, but in majority of cases 

can be applied to different languages. 

From the above we conclude that lexicons completion can be achieved by automatic 

means taking into account the productive properties of derivational processes. Thus the 

basis for generating new derivatives is an existing lexicon. The lexicon should contain 

not only graphical representation of the words, but also their parts of speech. 

2. Romanian computational linguistic resources 

Automatic derivation process requires preliminary experiments, which would allow the 

deduction of the mechanisms relating to the behavior of Romanian language affixes. In 

our case we will work with 3 Romanian computational resources, the most reliable to 

our scope: DMLR (Morphological Dictionary of the Romanian language in the 

electronic version), RRTLN (Reusable Resources of Natural Language Technology) and 

eDCD (Dictionary of derivative words in electronic version, adapted to the needs of 

studying mechanisms and elaboration of algorithms for automatic generation of derived 

words). 
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DMLR is a significant resource for Romanian language and represents a morphological 

dictionary (Lombard and Gâdei, 1981). This dictionary contains about 30. 000 words 

belonging to the various parts of speech (nouns, adjectives and verbs), divided into 

classes depending on the inflection of their training. An example of an entry in the 

DMLR is: 

echilibra V201  

where (a) echilibra  is the word base, and V201 denotes inflection class, namely: the 

verb group 201 (Cojocaru, 1997). 

RRTLN
1
 - contains a database of linguistic information at the level of words and a set of 

programs to manage (Boian et al., 2005). Thus, the thesaurus contains not just parts of 

the speech, but also information about the categories and the possible morphological 

analyses of syntactic functions. RRTLN has about 100.000 word lemmas and about 

1.000.000 flexes. It should be mentioned that a word can have several entries for 

different parts of speech, so having a different semantics, e. g., the adjective bun (eng. 

good), bun (eng. approving) as an adverb and bun (eng. property) as a noun [11]. 

eDCD - contains only the list of derivatives and constituent morphemes without having 

information about the part of speech of the derivatives and their morphemes, although 

the vast majority is nouns, verbs and adjectives. eDCD was obtained after the paper 

version was scanned, OCR-ized and corrected using the original entries. eDCD allows 

detection of derivatives morphemes with the appropriate type (preýx, root and suffix) 

(Petic, 2009). For easier processing of the lexicon entries, a regular expression was 

developed, which represents the following derivative structure: 

derivat = (+morpheme)*.morpheme(īmorpheme)* 

where +morpheme represents a preýx, .morpheme  is a stem, and īmorpheme is a 

suffix. An example of an entry in the lexicon is: 

antistatal=+anti.stat - al  

reprogramabil=+re.programa - bil  

In the brief description above we see that the information in each of these three 

computational linguistic resources is different. Therefore, this article will present 

several studies that will use several resources simultaneously. 

3. Collection of Romanian affixes 

Any morpheme that is outside the root of the word is called affix. In the name of global 

affixes we include prefixes and suffixes. After the position it occupies to the root the 

affixes are divided into two categories, namely:  

¶ placed before the root (prefixes); 

¶ attached at the end of the root (suffixes). 

                                                      
1 Lexicon can be found on the site http://imi201.math.md/elrr/  
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The word that is formed by adding a prefix or suffix is called derivative (Carstairs-

McCarthy, 2010). 

3.1. Collection of prefixes 

From the point of view of the origin of the prefix in (StoichiἪoi, 1994) were established 

the following classes: 

¶ Latin ï 12 prefixes (e. g. des-, în-, strŁ-, etc.); 

¶ Slavic ï 13 prefixes (e. g. ne-, rŁs-, etc.); 

¶ Greek ï 18 prefixes (e. g. anti-, arhi-, hiper-, hipo-, etc.); 

¶ Multiple origins ï 29 prefixes (e. g. ante-, circum-, co(n)-, contra-, ex-, extra-, 

non-, post-, re-, ultra-, etc.). 

From the point of view of semantic information, it contains, we can highlight the 

following categories of prefixes: 

¶ negative meaning (a-, in-, non-, ne-, i-); 

¶ that indicates a repetition or an inversion (re- in reciti, eng. reread, de- in 

decolonizare, eng. decolonization); 

¶ that indicates the time, space, relation level (inter- in interplanetar eng. 

interplanetary, hiper- in hipertensiune eng. hypertension, ex- in ex-student, 

supra- in suprarŁcire eng. supercooling etc.). 

The most numerous derivatives of the following prefixes (in descending order of 

frequency of occurrence) are: ne-, re-, în-, des-, pre-, anti-, auto-, sub-, dez-, supra-, de- 

and îm-. These 12 preýxes of 42 form 88.2% of all derivatives with prefixes, recorded in 

eDCD (Petic, 2010). 

3.2. Collection of suffixes 

Most often, new words created by suffixation give a certain amount of semantic and 

morphological value, which allows to perform the classification of derivatives in several 

major categories, as follows: 

¶ agent name ï e. g., muncitor (Eng. worker); 

¶ instrument name ï e. g., ascuἪitoare (Eng. sharpener); 

¶ derivatives with collective meaning ï e. g., ἪŁrŁnime (Eng. peasantry); 

¶ abstract derivatives ï e. g., rŁutate (eng. badness); 

¶ derivatives that indicate the origin ï e. g., românesc (Eng. Romanian); 

¶ augmentative derivatives ï e. g., bŁieἪoi (Eng. big boy); 

¶ diminutive derivative ï e. g., cŁluἪ (Eng. small horse). 

Morphological classes or parts of speech to which they belong, derivatives formed by 

suffixes can be classified into the following categories (Boian et al., 2005): 



PETIC MIRCEA 

32 

 

¶ noun: -tor (e. g., cititor, eng. reader), -an (e. g., american), etc.; 

¶ adjective: -ic (e. g., acrobatic), -al (e. g., doctoral), -esc (e. g., moldovenesc, eng. 

moldovan), etc.; 

¶ verb: -iza (e. g., mineraliza, eng. mineralize), etc.; 

¶ numeral: -ime (e. g., optime, eng. eighth). 

The most numerous derivatives of the following suffixes (in descending order of 

frequency of occurrence) are: -re, -tor, -toare, -ealŁ, -ie, -Łtoare, -iza, -oasŁ, -ar, -Łtor, 

-eascŁ, -os, -aѽ, -esc, -turŁ, -iѿŁ, -ist, -uѿŁ, -el, -i, -ui, -ŁturŁ, -eѽte, -ism, -a, -Łrie, -icŁ, -

ime, -itate, -ioarŁ, -iѽor, -iѽoarŁ, -ic, -uleѿ, -cŁ, -ean, -iѽ, -easŁ, -bil, -uѿ, -at, -oaicŁ, -

uѽor, -an, -oi, -uliѿ, -iu, -enie, -istŁ, -al, and -ea. 51 from 433 suffixes recorded in eDCD 

form 87.7% of all derivatives with suffixes. Other suffixes have an insignificant number 

of derivatives (Petic, 2010). 

4. Procedural completion of the lexicon with derivatives 

This study aims to exploit existing resources in such a way that it is possible to generate 

lexical derivational families of Romanian language. Comparing the intentions of this 

work to the Italian model (Carota, 2006) and its derivational morphology reversal of 

priorities is observed, as in the case of the thesaurus is organized so that it is possible to 

draw derivative families present in the resource. 

The subject of research is the procedural method, for which it is necessary to establish 

rules so that the derivatives can be obtained in an algorithmic way from root/themes 

(Boian et al., 1994). 

Taking into account the productive process properties of derivation, the lexicon 

completion can be performed using automated means (Boian et al., 2011). 

Schematically this process represents a cycle (Figure 1). This cycle can be applied 

several times (Cojocaru et al., 2009). To the end, after a ýnite number of cycles it is 

possible that the cycles can no longer produce new words, finally obtaining a 

completely "saturated" lexicon in terms of derivation. 

 

Figure 1: Schema of derivation cycle 
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5. Multilingual approaches of derivatives generation 

5.1. Establishing candidate words for derivation 

To develop algorithms for automatic generation of derivatives it is necessary to 

determine whether a word is a candidate to be derived. At this stage we verify whether a 

sequence of characters represents a correct word in Romanian language and if from this 

word we could generate other derivatives. A common feature of systems built for 

different languages is the use of computational linguistic resources, from which it is 

started the process of automatic generation of words (Carota, 2006). However, in the 

case of automatic derivation algorithm, computational linguistic resources function is 

not used in derived words extraction, but families likely to generate derivatives. 

Resources also contribute to the process of validating the derived words generated 

automatically. In this way the initial sequence of characters can be verified initially in 

RRTLN. If the sequence of characters is not found in the mentioned resource, it will be 

verified using Internet resources (Petic et al., 2011). The diagram in Figure 2 illustrates 

the procedure applied. 

 

Figure 2: Establishing candidate word for derivation. 

After the set was fixed for derivation, the application of models of derivation follows. A 

distinction of the presented approaches to those of other languages is the lack of 

semantic information in computational sources, with whom it operated. The most 

important patterns of derivation that does not involve the use of semantic information 

are the following: affix substitution, derivation projection, formal models of derivatives 

derivation, derivational constraints. 

5.2. Generated derivatives validation 

Automatic derivation represents an over generating mechanism. That is why validation 

of generated words is needed. One of the methods of new word validation consists in 

manual verification of every new generated derivative as to correspond to semantic and 

morphologic rules. In the case of the proceeding is performed by a specialist in domain, 

the specific disadvantages of a manual work appear: considerable resources of time and 

the possibility to make mistakes. So, this method of validation becomes inefficient 

(Cojocaru et al., 2009). 
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Another method of validation consists of the verification of the derivatives in the 

existent electronic documents. There are different types of electronic documents. 

The first idea that appears - to validate words using existent corpora that represent 

verified documents - seems to be the best solution. The condition for being the panacea 

in the new word validation is a representative corpus, with a big number of words from 

different domains. 

On the other hand there are documents on Internet, that are not verified, that are why 

they are not credible. In order to make it more precise, the searching on the Internet, 

using Google.com search engine, should be made for the documents typed only in a 

specified language. Besides this, it is necessary that the following be assured: the 

possibility to exclude word segmentation; the part of speech of the derivatives. 

This validation tool divides the generated derivatives in three categories. The first one 

contains words that are not found by Google.com searching engine. The second consists 

of the derivatives that appear less than a frequency limit of n, in our case n = 1000. 

Derivatives that are more frequent that limit n, are registered in the third group. This 

classification pretends that the words, that are listed more than frequency limit of n, are 

surely valid. Those, which are from the second group, can be valid but should be 

verified by specialists in linguistics. The derivatives, that are not present, could not be 

valid (Petic et al., 2011). The idea of classification pretends to be a mixed method of 

validation, because needs only the manual verification for the words from the second 

category (Figure 3). 

 

Figure 3: Process of derivatives validation. 

5.3. Affixes substitution 

The idea is inspired from Serbian derivational morphology (Duġko and Krstev, 2005), 

where the generated derivatives have predictable meanings, namely the gender 

modification in the case of suffix substitution, e. g., muncitor ª muncitoare (eng. 

worker), and in the case of prefix substitution there is meaning change, e. g., antebelic 

ª postbelic (eng. pre-war ï after-war). 

Affixes substitution is not specific only for Romanian and Serbian derivational 

morphology, but also for other European languages, e. g., Spanish (e. g., amortizar-

amortizable, eng. to amortize-redeemable), French (e. g., revoir-prevoir, eng. revise-

foresee), Russian (e. g., ʧʨʦʯʠʪʘʪʴ-ʜʦʯʠʪʘʪʴ, eng. read ï read till the end) etc. 

In general case for suffix substitution, let be x1 a word of the form x1=wa1 with the 

suffix a1. After the substitution a1­a2 we obtain the word x2=wa2, e. g., corigenѿŁ-

corigent. In the case of prefix substitution, let be x1 a word of the form x1=a1w, where 
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a1 is a prefix. After the substitution a1­a2 we obtain the word x2=a2w, where x2 is the 

obtained derivative, e. g., închide-deschide (Petic, 2011).  

From the information above a new and original algorithm was developed which consists 

in examining the words in the lexicon and substitution of the affixes in those cases that 

correspond to the categories established by the above-mentioned rules. 

5.4. Formal models 

Formal models of derivation rules, represent the basis of which it can generate 

derivative words with a high degree of accuracy. A similar approach in derivational 

morphology is met in French language (Fiammetta and Dal, 2000). But when French 

system works with only 3 suffixes (-able,-ite,-is (er)) for which rules have been found, 

in the case of Romanian derivational morphology this study consist of 3 prefixes (ne-, 

re-, in-/im-) and 2 suffixes (-re,-iza). 

ü Rules for prefixes: 

V re-   [ɤ]inf Ÿ [re [ɤ]inf] inf  

V ne-  [ɤôb]adj Ÿ [ne [ɤôb]adj]adj  

   b Í{ -tor, -bil, -os, -at, -it, -ut,-ind, -înd }  

V in-/im-=g [ɤôb]adj Ÿ [g [ɤôb]adj]adj   

V Í{ -bil, -ent, -ant} 

ü Rules for suffixes: 

V -re   [ɤ]inf Ÿ [[ɤ]inf re]subst  

V -iza   [ɤôba]adj Ÿ [[ɤôb]adj iza]inf  

5.5. Derivatives projection 

The projection of derivatives represents a method of word formation of the prefixed 

words from the suffixed words of the same root. According to Spanish researchers, the 

Spanish verb amortizar can be derived with the prefix des- obtaining desamortizar. 

Also, amortizar can be derived with suffixes ïcion and ïable. So, the derivative with 

prefix des- can derive with the suffixes ïcion and ïable. The hypothesis is that 

derivatives can inherit/project the derivatives with suffixes of the stem whose the 

prefixation was realized (Santana, 2004). This method is not exclusively Spanish, but it 

can be applied to other languages; e. g., in English from the root read one can form 

derivatives readable and unread, therefore, it is possible to form the derivative 

unreadable. 

Generalizing the above noted, we conclude that it is possible to present in a formal way 

the mechanism for Romanian derivational morphology. Let us consider a Romanian 

word w, a - its prefix and b - its suffix. Then, the following relation is valuable (Petic, 

2011): 

(w­aw)Ø(w­wb)Ý(w­awb),  
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for example, (a lucra ­ a prelucra) Ø (a lucra ­ lucr(a)Łtor) Ý (a lucra ­ 

prelucr(a)Łtor); 

(w­aw)Ø(w­awb)Ý(w­wb),  

for example, (a capitula­ recapitula) Ø (a capitula ­recapitulaἪie) Ý (a 

capitula­capitulaἪie) 

(w­awb)Ø(w­wb)Ý(w­aw),  

for example, (a centraliza ­ descentralizator) Ø (a centraliza ­ centralizator) Ý (a 

centraliza ­ descentraliza); 

Examining the words in the lexicon and verifying them in correspondence with relations 

above, a new and original algorithm has been developed that generates derivatives by 

affixes projection. 

5.6. Derivational constraints 

Where there is no clear model, according to which it would be possible to generate 

derivatives, some preconditions will appear, called derivational constraints. The most 

common derivational constraints: parts of speech, inflection classes, affixes, changes 

that take place in the case of derivation, the letters preceding/succeeding 

prefixes/suffixes. So, derivational constraints represent some schemes with several 

parameters that reduce the class roots and affixes in order to form derivatives. E. g. 

functions of the form: 

f: { wrd, pos, mod, sla, fgw, mvca } ­ derivative  

where wrd is a word to derivate, pos - part of speech of wrd, mod - model of derivation, 

sla - the set of letters to which the affix is attached, fgw - flection group of wrd, mvca - 

modifications and vocalic or consonant alternations (Petic, 2011). 

Examining the words in the lexicon and verifying them in correspondence with relations 

above, has been developed a new and original algorithm that generates derivatives by 

derivatives constraints. 

As examples of generating derivatives by the derivation constraints can serve as 

automatic derivation of words with the prefix des- and suffixes -bil and -ime. 

f: {a spinteca, verb, des<verb>, ...s..., V 14, evitarea dublŁrii 

consoanei } ­ de(s)spinteca.  

f: {a programa, verb, <ver b>bil - itate, ...a..., V201, ... } ­ 

programabilitate  

f: {crud, adjectiv, des<adjectiv>, ..., A3 , alternanἯa 

consonanticŁ d -  z} ­ cru(d)zime.  

Therefore, derivational constraints necessary for the automatic generation process, do 

not depend on just the affix type, but also the value of the prefix or suffix, moreover, 

each language has its own peculiarities in the derivation of words. 
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6. Conclusions 

Studies on derivation process allow us to conclude that we cannot propose an effective 

algorithm for automatic derivation in general, but we can highlight some models of 

derivation, for which construction of such algorithms is possible. 

The new derivatives validation is one of the steps in automatic derivation that raises 

many questions. In the case it is difficult to set up the criterion for words validation by 

means of Internet, it is important to use the digital variant of the derivatives dictionary, 

which will permit the establishing of the morphemes of the derivatives with its type 

(prefix, root and suffix). 
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Abstract 

This article provides an overview of one of the projects conducted at the 

Romanian Academy Research Institute for Artificial Intelligence. The project 

is in line with the highest priorities of the Romanian Academy, namely the 

study and preservation of the Romanian language. We briefly describe the 

core of a representative corpus of contemporary Romanian, its annotation 

layers and future prospects. 

1. Introduction 

In 1866, when Societatea LiterarŁ Rom©nŁ (that later became the Romanian Academy) 

was founded, the Romanian society was getting through a process of modernization. 

The intellectual elite felt responsible for establishing the orthographical norms, creating 

and publishing a dictionary and establishing the grammatical norms. Such desiderata 

were in line with those in western European academies, thus revealing the modernity in 

thinking and in the attitude towards society.  

All these aims have been achieved so far. The last orthographical norm dates from 2005 

and it is reflected in Dicѿionarul ortografic, ortoepic ѽi morfologic al limbii române 

(known as DOOM2) realized at the Institute of Linguistics ñIorgu Iordan - Al. Rosettiò, 

under Ioana VintilŁ Radulescuôs supervision. 

The Grammar of Romanian, due to Timotei Cipariu, was published in 1968 and 

awarded by the Romanian Academy. Since then the researchers at the Institute of 

Linguistics ñIorgu Iordan - Al. Rosettiò have elaborated updated Grammars of 

Romanian, reflecting language evolution and adopting newer linguistic theories for facts 

presentation and analysis. The last one was published in 2005 and was edited by Valeria 

GuἪu Romalo. 

The elaboration of the dictionary was a century hard work. In 2010 the last of the 37 

volumes was published. It was the work of more than 200 lexicographers from the three 

institutes of linguistics of the Romanian Academy: the Institute of Linguistics ñIorgu 

Iordan - Al. Rosettiò from Bucharest, the Institute of Linguistics and Literary History 

ñSextil PuἨcariuò from Cluj-Napoca and the Institute of Romanian Philology ñAl. 

Philippideò from IaἨi. 

Lately, many researchers have formulated the need for a corpus of big dimensions on 

which further research to be based. The trend in linguistics stresses the need for 

constructing the theory starting from the evidence in language, not from examples 

fabricated by the mind of theoreticians. Furthermore, the recurrence of certain patterns 
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and their frequency are more important than a single instantiation of a structure. These 

can be studied only when a large collection of texts is available, alongside with meta-

information for them. 

In an era in which the visibility and even the survival of a language are helped by its 

existence in electronic form it is vital for the most important cultural and scientific 

forum of a nation to adopt as one of its priorities the development of a representative 

corpus for its language, to ease data collection, to ensure the infrastructure for texts 

annotation, to make the results accessible for those interested. 

The Romanian Academy Research Institute for Artificial Intelligence has acquired 

extensive experience in working with corpora, in preprocessing and processing them 

and also has the necessary infrastructure for storing large quantities of data. This year 

the institute proposed a strategic research program, led by Acad. Dan TufiἨ, for building 

a large reference corpus for contemporary Romanian language. The program has been 

approved by the Section for Science and Technology of Information and the General 

Assembly of the Romanian Academy. We have taken up the responsibilities of 

developing a prescriptive methodological framework for the computational study of 

Romanian, according to the international practice and recommendations and of 

developing core applications of Romanian language processing. Starting from purely 

engineering aspects such as characters encoding, morpho-lexical and syntactic 

descriptions and ending with modeling linguistic competence and performance, this 

project focused on Romanian will develop research and implementation methodologies 

for various linguistic levels (lexicon, syntax, semantics, pragmatics), with an eye 

towards multilingual contexts. The language resources envisaged are: corpora, lexical 

indices of frequency, morpho-lexical dictionaries (based on the occurrence frequency in 

corpora). The research program includes the creation of a unified management system 

for maintaining and exploiting the linguistic data. 

2. Why a representative corpus? 

A computational corpus is an electronic collection of textual or multimedia 

representations of some fragments considered illustrative for the real use of a language. 

There are several motivations justifying the interest for such linguistic resources: due to 

the naturalness of the contained texts, a corpus may or should be used as an 

indispensable working base for a linguist aiming to describe various aspects of the 

language; parallel or comparable corpora for more (related or not) languages offer 

material for a comparative study of those languages; for lexicographers the corpus 

offers valuable material to work on when editing dictionaries (for general or special 

use); for language engineers corpora offer the training, learning and testing material for 

the tasks they implement. For the process of language learning, a corpus provides 

specific examples of possible contexts for words, of relations they establish with other 

words, etc. Even for the Romanian classes in school, a corpus can be a useful means for 

teaching and evaluation of students. 

At an international level, there are an increasing number of corpora available, of great 

dimensions, for more and more languages: English, Russian, Bulgarian, German, 

Croatian, Polish, Spanish, and others. 
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Developing a representative corpus presupposes: defining its structure, its linguistic 

coverage, collecting texts according to the established structure, solving problems of 

copyright, processing text with linguistic technologies (segmentation, lemmatization, 

tagging, etc.), text indexing according to various criteria useful in exploitation, 

extracting statistical data, developing an exploitation platform, as friendly and flexible 

as possible, establishing secured access methods in order to prevent vandalism or 

misuse. In the context of public access, the hardware architecture has to be adequate to 

the simultaneous access of more users. 

A representative corpus of a language reflects its structure and functions. Thus, it has to 

display several characteristics: 

- large dimensions; 

- proportional representation of registers and styles; 

- pre-processing, for lexical units identification (i.e. language structure); 

- annotation, which distinguishes a corpus from a collection of texts and 

highlights the way a language functions; 

- utility in language study. 

3. Representative corpora in the world 

English (www.natcorp.ox.ac.uk), Czech (ucnk.ff.cuni.cz), Russian (ruscorpora.ru), 

Bulgarian (http://ibl.bas.bg/en/BGNC_classific_en.htm), Arabic (www.bibalex.org/unl/ 

Frontend/Project.aspx?id=9), Croatian (www.hnk.ffzg.hr/default_en.htm) are languages 

for which representative corpora have been created. They are either the work result of 

an institution or of a consortium. Their size is up to hundreds of millions of tokens. The 

oral and the written styles are represented in the corpora, the former in a much smaller 

percent than the latter. Various domains tend to be covered, so that as many words and 

word meanings as possible should be encountered in the corpora. Annotation is made at 

a morphological level, syntactic, even pragmatic and semantic. Usually, only a sample 

of these corpora is available for free, although online searching is possible through the 

entire corpus. 

4. The foundation 

The Romanian Academy Research Institute for Artificial Intelligence already has a 

corpus of 34,000,000, tokens which was called ROMBAC, short for ROManian 

Balanced Annotated Corpus (Ion et al., 2012). It displays five genres: journalistic (news 

and editorials), pharmaceutical and medical short texts, legalese, biographies of the 

major Romanian writers and critical reviews of their works, and fiction (both original 

and translated novels and poetry). The texts are tokenized, morpho-syntactically tagged, 

lemmatized, shallowly parsed (chunked) and XCES-compliant encoded. 
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The journalistic sub-corpus of ROMBAC consists of the issues of the Agenda 

newspaper1 published daily between 2003 and 2006. The Agenda sub-corpus is a 

middle-sized journalistic corpus, having 7 millions tokens. It evolved from a very large 

collection of journalistic articles, initially available in various formats (doc, rtf and pdf). 

They were converted into ASCII format, with diacritical characters encoded initially as 

SGML entities and recently in UTF8.  

The second sub-corpus of ROMBAC has been extracted from the EMEA  corpus. 

EMEA is a parallel corpus made out of PDF documents from the European Medicines 

Agency, compiled by Jörg Tiedemann. All files are automatically converted from PDF 

to plain text. For more details about the corpus and the conversion strategy, see 

(Tiedemann, 2009). The Romanian-English part of the corpus was downloaded from 

http://opus.lingfil.uu.se/EMEA.php. From the Romanian part, a number of 800 

documents (most of the texts are drug leaflets) containing around 7,000,000 words were 

randomly selected to be part of the Romanian Balanced Corpus. 

The juridical sub-corpus has been extracted from the JRC-Acquis corpus, a collection 

of legislative texts representing the total body of European Union (EU) law applicable 

to the EU Member States. It is a parallel corpus available in 22 languages: all the 

official languages in European Union minus Irish, for which translations are not 

currently available (Steinberger et al., 2006). This is a big collection of documents, 

containing laws published from 1958 until 2006. The Romanian files available in the 

corpus were initially in Microsoft Word format and they had to be converted in the text 

format. The conversion requested some intermediary processing steps for removing the 

translatorsô comments, deleting the footnotes and headers, normalizing the diacritics 

usage (each of the characters ñἨò and ñἪò were represented by two different codes). For 

our purposes, we retained only the documents published between 2003 and 2006, 

summing around 7,000,000 words. 

The fourth sub-corpus of ROMBAC is based on the content of the Romanian 

Literature General Dictionary  (DGLR, 2009), a 7 volumes critical anthology which 

contains biographies of Romanian writers, poets, essayists as well as commentaries 

about their work, information about publications, literary concepts, literary trends, 

anonymous writings, literary institutions, translations from/into Romanian, etc. This 

impressive dictionary, created by the Institute for Literary History and Theory ñGeorge 

CŁlinescuò (http://www.institutulcalinescu.ro/) of the Romanian Academy, has been 

provided in UTF8 text format by the authors, as part of their commitments to the 

METANET4U project. The text contains 5,189,909 words. 

The fifth part of the ROMBAC corpus is a collection of novels and poems authored by 

28 classical Romanian writers from the end of the 19
th
 and beginning of the 20

th
 

centuries. This corpus was in part written with the old Romanian orthography. The 

orthography was updated to the current norms and the codes for the diacritical 

characters were unified. 

                                                      
1 http://www.agenda.ro/. We acknowledge here the permission to use this data and the openness of the Chief Editor 

towards supporting corpus-based research. 
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There is also the Romanian version of the TimeBank corpus that was translated based 

on a minimal set of translation recommendations. The sentence alignment of the corpus 

was obtained as a direct output of the translation. In the 4,715 sentences of the current 

version of the Romanian corpus there are 65,375 lexical tokens, including punctuation 

marks, representing 12,640 lexical types. 

5. Annotation of currently available corpora 

The texts in the corpora were normalized at the orthographic level, cleaned of footnotes, 

headers and page numbers and the punctuation was separated from the words. After this 

preliminary phase, the corpora were subject to an annotation process using the TTL text 

processing platform developed at RACAI (Ion, 2007, TufiἨ et al., 2008). TTL is entirely 

written in Perl and performs named entity recognition, sentence splitting, tokenization, 

POS tagging and chunking. We have exposed it as a SOAP compliant web service with 

the WSDL file available at http://ws.racai.ro/ttlws.wsdl and also as a REST web-service 

for the WebLicht platform (Henrich et al., 2010). 

The TTL tokenizer is language aware and recognizes Romanian multiword functional 

expressions, clitics and contractions. Then, the tokens were annotated at the morpho-

lexical level (MSD annotation), using TTLôs HMM tiered tagger. The tagset used in the 

ROMBAC is a large one: 614 MSD tags fully compatible with the MULTEXT-East 

morpho-lexical specifications (http://nl.ijs.si/ME/V3/msd/html/msd.html) plus 20 

named entity tags (TufiἨ & Ion, 2007). The reduced (hidden) tagset used for tiered 

tagging (TufiἨ, 1999; TufiἨ & Dragomirescu, 2004) contains 93 tags for words and 10 

tags for punctuation. 

The corpora were further lemmatized through a look-up procedure in a large word-form 

lexicon whose entries have the form: <word-form> <lemma> <tag>. In Romanian, as in 

many other languages, most of the time a word-form and its tag uniquely identify the 

lemma. When this is not the case, the lemmatizer selects the most frequent lemma out of 

the competing ones. For the tokens not in the word-form lexicon (and which are not 

tagged as proper names), the lemma is provided by a HMM-based guesser, trained on 

the word-form lexicon. It scans the ending of the unknown word, right to left, detects all 

the known endings and selects the most probable one. The selected ending is stripped 

off and the lemma is generated according to the morpho-lexical properties encoded into 

the attached tag (more often than not, the stripped off word-form is the lemma itself). 

The next processing step is the text chunking. It is guided by a set of regular expression 

rules, defined over the MSDs and it deals with recognizing adjectival, adverbial, 

nominal, verbal and prepositional phrases. With respect to the verbal phrases, the 

chunker recognizes only the analytical forms of the verbs (compound tenses and passive 

constructions).  

The output of TTL is an XML file encoding sentences (with paragraph information 

codified in the attribute óidô of the sentence <s> element) and tokens, each token being 

classified either as a word (marked with the <w> element) or as a punctuation (marked 

with the <c> element). Each word has several attributes that will specify its lemma, its 

POS label (the óanaô attribute), its membership to a chunk and its orthographic form 

given as the content of the <w> element. 
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XML format is useful for a large number of NLP applications since it conveniently 

delimits the units of text along with their annotations but, when clarity and standards 

compliance are in question, a better, more explicit and metadata aware representation is 

expected. Since the Romanian Balanced Corpus is going to be released as a METANET 

deliverable (http://www.meta-net.eu/), we chose to automatically convert our XML 

notation to the standard XCES Schema notation, revision 0.4 which is available for 

parsing and download from http://www.xces.org/schema/2003/. 

The XCES Schema has support for a wide range of annotations (including different 

types of alignments and the possibility to reference annotations from external files) and 

also for inclusion of metadata in the header of each document. This schema supports 

annotations on multiple layers in different files but, for our purposes we will use the 

types defined in the óxcesDoc.xsdô schema. 

Using the TTL module, the texts in RoTimeBank were tokenized, POS-tagged, 

lemmatized, and chunked. 

Following the TimeML development, the Romanian corpus annotation was adapted to 

the ISO version of the standard and, meanwhile, we proceeded with the improvements 

(ForŁscu, 2009, 2011) needed for the portability to Romanian of the ISO-Time standard 

(2009). We ground the Romanian specific rules and/or adaptations on the Romanian 

Academy grammar (GA, 2006). We also took into account the rules applied to other 

Romance languages: Italian (Caselli, 2010), French (Bittar et al., 2011). For all the tags 

in ISO-TimeML, we can apply almost the same rules from English. The main 

improvements concern the EVENT tag.  

In order to reflect the Romanian tense system, with four tenses denoting the past, we 

propose to use two more values for the ñtenseò attribute of the EVENT tag, SIM_PAST 

for the ñsimple perfectò of the indicative (perfect simplu in Romanian) and 

PLUS_PAST for the ñmore than perfectò tense of the indicative (mai mult ca perfect in 

Romanian). For the ñimperfectò tense (imperfect in Romanian), as well as for the 

ñcomposed pastò (perfect compus in Romanian) we use the value PAST; the distinction 

between these two tenses is realized through the value of the ñaspectò attribute. 

For the category of aspect, we stick to the Romanian grammar and we include in the 

Romanian TimeML guidelines only the distinction between PERFECTIVE and 

IMPERFECTIVE verbs, manifested on the ñimperfectò and ñsimple futureò Romanian 

tenses on one side, and all the other tenses of the indicative mood, on the other side. 

Trying to keep compatibility between the ISO-Time standard, the Romanian grammar, 

as well as the other Romance ISO-TimeML standards, we include for the ñmoodò 

attribute of the EVENT tag: CONDITIONAL/ IMPERATIVE/ SUBJUNCTIVE 

respectively for the conditional/ imperative/ subjunctive mood of the Romanian verbs. 

By default, the verbs in the indicative mood will have the NONE for the ñmoodò 

attribute. 

The ñvformò attribute has four values in Romanian, corresponding to the non-personal 

moods, namely verbs in the INFINITIVE , GERUND, PARTICIPLE. 
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Based on these considerations and on the ISO-Time standard, in a final processing step, 

we corrected the annotations in the Ro-TimeBank in order to have the annotations 

compliant with the ISO version of the standard. 

6. Prospective work and conclusions 

Starting from the material that we have, our aim is to cover important domains in our 

corpus, by collecting corpus of appropriate dimensions for each of them. Several other 

types of texts and registries are to be covered (poetry, technical writing, transcribed 

speech etc.). The representative corpus of contemporary Romanian will be equipped 

with a management corpora system, allowing a user to multicriterially search for 

linguistic information. For increasing the number of annotation levels, we envisage the 

development of a syntactic parser for Romanian. A public web-interface to the corpus 

will ensure the free access to a wealth of linguistic tools and data on Romanian 

language. A key point here will be contacting the right institutions for deciding on the 

limitations of our work (in terms of time coverage, canonical literature, copyright, 

corpus accessibility).  

Moreover, as there is interest for the speech component of language, we envisage 

collecting a corpus in audio format, processing it and making it available to those 

interested. To our knowledge, the largest freely available corpus is the Romanian 

Speech Synthesis (RSS) database (Stan et al., 2011). The RSS Database has a total of 4 

hours of recordings with time aligned text transcriptions. A set of 3,500 sentences (3.5 

hours) contains 1,500 randomly chosen sentences from news sources, 1,000 

phonetically rich sentences from news sources, 1,000 sentences randomly chosen from 

works by Ion CreangŁ. A set of 500 sentences (0.5 hours) contains 200 randomly chosen 

sentences from news sources, 100 randomly chosen sentences from novels and short 

stories, 200 semantically unpredictable sentences. In order to promote research in 

speech technology similar resources need to be created. 
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Abstract 

METANET4U (http://metanet4u.eu/) is part of a cluster of projects aiming at 

fostering the technological foundations of a multilingual European 

information society. These projects follow specifications and 

recommendations issued by the META-NET Network of Excellence 

(http://www.meta-net.eu) and commonly use META-SHARE (developed 

within  META-NET) a sustainable network of repositories of language data, 

tools and related web services documented with high-quality matadata, 

aggregated in central inventories allowing for uniform search and access to 

resources (http://www.meta-net.eu/meta-share). As a partner in 

METANET4U, RACAI delivered through META-SHARE several mono- and 

multi-lingual textual resources which will be briefly described in this article. 

1. Introduction 

A few years ago, in an invited talk at the Austrian Academy of Science, we made the 

following statement: ñIn the quest for fast deploying of NL-based applications it seems 

that the concern on the major problems of language resources is losing momentum and 

there is an overestimation of what machine learning can do in avoiding the highly 

expensive manual involvement in the process of building adequate language resources. 

A well known slogan of the data intensive approaches to language processing 

(attributed to Bob Mercer) is «Better Data is More Data». The motivation behind this 

credo is that, due to natural redundancy in language, the main linguistic regularities 

would be revealed by statistical computing over huge amounts of raw data. While this 

continues to be true, it needs amendments: «Better Data is More Accurately Pre-

Processed/Annotated Data». With the intentional ambiguity embedded into this new 

slogan, the idea is that exploiting the existing state-of-the-art linguistic pre-processing 

technologies (language identification, tokenization, tagging, lemmatization, chunking, 

dependency linking, text categorization, etc.), available for most of the languages, the 

data sparseness threat is tremendously reduced and intelligent workflows architectures 

for automatic acquisition, annotation and indexing of linguistic data, with humans 

involved in the process, can lower the data hunger and increase the quality of the 

targeted linguistic servicesò
1
. Exactly in this spirit, META-NET, started in 2010, is a 

Network of Excellence dedicated to fostering the technological foundations of a 

multilingual European Information Society (http://www.meta-net.eu/). The idea to 

                                                      
1  Dan TufiἨ: òGoing for a hunt? Donôt forget the bullets!ò,  FLaReNet , The 1st European Language Resources and 

Technologies Forum: Shaping the Future of the Multilingual Digital Europe, Austrian Academy of Sciences, 12-13 

February 2009 
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collect large linguistic resources (data and tools), to ensure their maintenance for long 

term, to improve the data quality and promote interoperability as well as to create 

appropriate wide distribution channels was put into practice at the beginning of 2011 

when three daughter projects (METANET4U, METANORD and CESAR) launched in 

parallel to synergically implement the largest pan-European linguistic infrastructure 

ever planned. The three projects, which include representatives of all EU member states,  

are strategically coordinated by the META-NET so that the same good practices and 

standards (where they exist) be used for high quality resources creation, documentation 

and distribution for all European languages. Romania is represented in Meta-NET by 

the Romanian Academy (Research Institute for Artificial Intelligence, Bucharest) and 

University ñA.I. Cuzaò of IaἨi (Faculty of Informatics) and actively participates with the 

two representatives to the strategy implementation within the METANET4U project 

(http://metanet4u.eu/).  

In accordance with the META-NET strategy and guidelines, there are three main goals 

of the METANET4U project (as well as for the other two sister projects): 

a) to collect, organize and disseminate information that gives an updated insight 

into the current status and the potential of language related activities, for each of 

the national and/or language communities represented in the project. This 

includes organizing and providing a description of: language usage and its 

economic dimensions; language technologies and resources, products and 

services; main actors in different areas, including research, industry, government 

and society in general; public policies and programs; prevailing standards and 

practices; current level of development, main drivers and roadblocks; etc;  

b) to assemble and prepare language resources for distribution. This includes 

collecting languages resources; documenting them and upgrading them to agreed 

standards and guidelines; linking and cross-lingual aligning them where 

appropriate.  

c) to distribute the assembled language resources through exchange facilities that 

can be used by language researchers, developers and professionals. This includes 

collaborating with other projects and, where useful, with other relevant multi-

national forums or activities. This includes also help in building and operating 

broad inter-connected repositories and exchange facilities;  

d) to mobilize national and regional actors, public bodies and funding agencies by 

raising awareness with respect to the activities and results of the project, in 

particular, and of the whole area of language resources and technology, in 

general. 

These projects commonly use META-SHARE (developed within META-NET) a 

sustainable network of repositories of language data, tools and related web services 

documented with high-quality metadata, aggregated in central inventories allowing for 

uniform search and access to resources (http://www.meta-net.eu/meta-share). The 

timetable for the METANET4U project specifies three milestones deliveries, 

generically called batches: batch 1 at the end of November 2011, batch 2 at the end of 

August 2012 and batch 3 at the end of January 2013. As a partner in METANET4U, 
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RACAI already delivered through META-SHARE, several mono- and multi-lingual 

textual resources briefly described in the rest of this article. 

2. RACAI Batch 1 resources 

The resources delivered by RACAI for the batch 1 were developed in their initial form 

during several years of hard work. To answer the METANET requirements, they had to 

be documented according to the prescribed metadata format, validated, extended and 

updated for new formats compliance. There were 8 òheavy weightò resources which are 

now accessible via METASHARE v1.0 under the individually specified licenses: RO-

WordNet 3.0, WEB-DEX, RO-TblWordform, Multilingual News Corpus, RO-JRC-

ACQUIS, Romanian-English SemCor corpus, Romanian-English TimeBank and 

Romanian Balanced Corpus. Two exogenous additional resources were cleaned, 

adapted and documented at RACAI: RO-SAM speech corpus and its textual 

transcription (part of EUROM multilingual speech corpus) and a set of sentences, 

manually annotated for subjectivity (POS, NEG, NEU). Due to space restrictions we 

will provide in the following, very brief descriptions of each of the endogenous 

resources uploaded on RACAIôs METASHARE platform (http://ws.racai.ro:9191/), a 

snapshot of which is shown in Figure 1. They can be downloaded according to 

conditions specified in the associated licenses (most of them, free for research 

purposes). 

 
Figure 1: Snapshot of the RACAI MetaShare platform 

 



DAN TUFIἧ 

50 

 

2.1. RO-WordNet3.0 

Ro-WordNet (RWN) is a lexical ontology following the Princeton WordNet (PWN 

http://wordnet.princeton.edu/wordnet/download/) organizational principles (Fellbaum, 

1998). The synsets in RWN are aligned with PWN3.0 and, additionally, they are 

associated with SUMO/MILO concepts and labeled with DOMAINS3.0 categories. 

RWN is distributed as an XML file, observing the encoding of BalkaNet wordnets. The 

characters have been encoded in UTF8, multiple typing errors have been corrected, 

several semantic conflicts (same sense occurring in two or more synsets) have been 

removed and alignment was computed to the Princeton WordNet 3.0. Version 3.0 of the 

Princeton WordNet achieved a major restructuring of the lexical ontology and the same 

restructuring has been observed in the Romanian WordNet. Due to the new lexical 

ontology architecture, some previous synsets disappeared, some others were split and 

others were partially merged. A typical entry (synset) of the lexical ontology has the 

structure exemplified in Figure 2. 

<SYNSET><ID>ENG30- xxxxxxxx - C</ID><POS>cat</POS>  

<SYNONYM>[<LITERAL>literal<SENSE >k</SENSE></LITERAL>] +</SYNONYM> 

           <DEF> a definition </DEF>[<BCS>n</BCS>]  

          [<ILR>synset - ID<TYPE>name- of - relation</TYPE></ILR>] + 

          [<DOMAIN>a domain</DOMAIN>] + 

          [<SUMO>a sumo- concept<TYPE> a type of mapping 

</TYPE></SUMO>]  

<\ SYNSET> 

Figure 2: A typical entry structure in the RO-WordNet3.0 

The value of the <ID> tag is a unique identifier for the aligned synset in PWN3.0 (the 

numerical value is the offset of the respective synset in the PWN database). The trailing 

character C in the ID value is one of N, V, R, A. The value of the <POS> is one of the 

N, V, R, A (identical to the character C) identifying the part of speech of the literals in 

the current synset. One should notice that in the Romanian wordnet the adjectival 

satellites (marked with the category S in PWN) are included into the A category. 

Under the tag <SYNONYM> there are one or more <LITERAL>s each being 

immediately followed by a sense number. Unlike in PWN, here the numbering is not 

related to the frequency of the respective sense of the literal, but it follows the 

numbering conventions from the Romanian Explanatory Dictionary (DEX), the 

reference dictionary by the Romanian Academy. The tag <DEF> marks up the 

definition from DEX. In some cases (namely when the respective sense was not 

documented in DEX, the definition is a professional translation of the corresponding 

PWN definition). The <BCS> tag is optional and marks up the so called base concept 

synsets. The value of the tag is 1, 2 or 3, according to what was called in BalkaNet 

BCS1, BCS2 and BCS3 synsets (see TufiἨ et al, 2004a, b, TufiἨ et al., 2008b). 

A synset entry contains one or more relations towards other synsets. This information is 

encoded by means of the <ILR> tag (Internal Language Relation) which uniquely 

identifies the target synset of the relation specified by the tag <TYPE>. The relations 

(except for the language specific ones) are transferred from PWN3.0.  

The tag <DOMAIN> is one of the labels specified by the DOMAINS-3 taxonomy 

(Bentivogli et al., 2004). The tag <SUMO> marks up the SUMO/MILO concept 

corresponding to the synset in PWN3.0 that is the translation equivalent for the 
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Romanian synset. The tag <TYPE> embedded into the content of <SUMO> tag 

describes the type of mapping: ñ=ò defining exact mapping and ñ+ò defining an 

approximate mapping (the SUMO concept is more general than the meaning of the 

current entry).  

The current (validated)
2
 version contains 30,006 synsets, with the following 

distribution: 21158 Noun synsets, 7163 Verb synsets, 851 Adjective synsets and 834 

Adverb synsets. 

2.2. WEB-DEX 

WEB-DEX is an explanatory dictionary based on the 1996 edition of the standard 

explanatory dictionary of Romanian published by the Romanian Academy. The lexical 

stock covers the basic general language vocabulary of Romanian. It contains 54.222 

entries XML encoded, according to the Concede schema (http://www.itri.brighton. 

ac.uk/projects/concede/DR2.1/concede.dtd). The structure of an entry in WEB-DEX is 

exemplified below: 

<entry id="JACHETŀ"> 

   <hw>JACHETŀ</hw><stress>JACH`ETŀ</stress> 

  <alt><brack><gram>nominativ_feminin_singular_indefinit</gram>  

          <orth>jachetŁ</orth></brack> 

      <brack><gram>nominativ_feminin_plural_indefinit</gram>  

         <orth>jachete</orth></brack></alt>  

   <pos>su bstantiv</pos><gen>feminin</gen>  

  <struc>  

    <def>HainŁ ( tricotatŁ) femeiascŁ ´ncheiatŁ ´n faἯŁ, care acoperŁ 

partea de sus a corpului Ἥi care se poartŁ peste bluzŁ sau peste 

rochie </def>  

     <struc type="Sec">  

       <def> HainŁ bŁrbŁteascŁ de ceremonii, croitŁ pe talie, lungŁ 

p©nŁ aproape de genunchi.</def> </struc> 

   </struc>  

  <etym>Din limba  <lang>fr.</lang>jaquette</etym>  

</entry>  

Figure 3: An example of an entry in WEB-DEX 

A multi-criterial search engine has been implemented (not delivered yet) in JavaScript. 

Till the end of the METANET4U an updated version (much faster and more intuitive to 

use) will be implemented. 

2.3. RO-TblWordForm 

This resource is a wordform lexicon containing statistical information extracted from a 

large collection of texts (more than 41,000,000 tokens). The lexicon is a flat file, one 

entry per line, fields being tab separated, all the characters being UTF8 encoded. There 

are 111462 entries and each entry is a four-field line, tab separated: 

<word form><tab>lemma<tab><MSD><tab><frequency> where: 

¶ <wordform> is the occurrence form in the underlying corpus, 

                                                      
2 A larger version (not entirely validated) of  Ro-WordNet can be browsed at the web address 

www.racai.ro/wnbrowser. 



DAN TUFIἧ 

52 

 

¶ <lemma> is the lemma of the wordform  or ñ=ò, if the wordform is the lemma form, 

¶ <MSD> is a morpho-syntactic tag compliant with the Multext-East specifications
3
, 

¶ <frequency> is the  number of occurrences of the wordform in the underlying 

corpus. 

For reliable statistical use of the lexicon, only the word forms that occur at least 5 times 

in the corpus have been retained. Each of the 14 grammatical types defined by the 

updated Multext-East specifications (TufiἨ and Ion, 2007) are represented in the 

wordform lexicon.  

The MSD encoding is a linear attribute value representation with fixed positions for 

each part of speech. Each position corresponds to a specific attribute and it is filled in 

by one character code. If the respective attribute is not relevant for the combination of 

the other attribute-values its position is filled in with the special character ñ-ñ. For 

instance, a singular (s) masculine (m) common (c) noun (N) definite form (y) and in an 

oblique case ï genitive or dative (o) will be encoded as Ncmsoy; the code Vmip2s 

describes a main (m) verb (V) indicative mood (i), present tense (p) second person (2) 

singular (s). The MSDs have been manually assigned by trained linguists. 

2.4. Multilingual News Corpus 

This is a collection of 5541 strongly comparable documents (UTF8 character encoding) 

in three languages: Romanian, English and French. The text types contained by the 

corpus are: journalistic language as used in the daily newspapers and official language 

as used in legal documents. 

The tri-lingual corpus is represented in XCES format (http://www.xces.org/) and is 

provided as 5 sets of data grouped in separate folders (ñec.europa.euò, ñeuronewsò, 

ñeuroparl1ò, ñeuroparl2ò, ñeuroparl3ò
4
). Each folder has 3 subfolders named ñen-xcesò, 

ñro-xcesò and ñfr-xcesò for English, Romanian and French documents (in xces format). 

The filenames for comparable entries start with the same unique identifier (either a 

numeric value or a randomly generated GUID) and end with the character ó_ô and their 

language code (e.g. 1_EN.xml). Examples: 

euronews\en-xces\1_EN.xml euronews\ro-xces\1_RO.xml euronews\fr-

xces\1_FR.xml 

europarl1\en-xces\1_EN.xml europarl1\ro-xces\1_RO.xml europarl1\fr-

xces\1_FR.xml 

The unique identifier is relative to each set (europarl1, europarl2, euronews etc.) 

meaning that ñeuronews\en-xces\1_EN.xmlò is not the same document as 

ñeuroparl1\en-xces\1_EN.xmlò. The quantitative data for the multilingual corpus is 

summarized below: 

¶ ec.europa.eu (set 1 of files): 137 documents for each language (total 411 

documents), 

¶ Euronews (set 2 of files): 506 documents for each language (total 1518 

documents), 

                                                      
3 http://nl.ijs.si/ME/V4/ 
4 http://www.statmt.org/europarl/ 
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¶ europarl1 (set 3 of files): 492 documents for each language (total 1476 

documents), 

¶ europarl2 (set 4 of files): 500 documents for each language (total 1500 

documents), 

¶ europarl3 (set 5 of files): 212 documents for each language (total 636 

documents). 

The number of tokens (words) is 1,334,942 for English, 659,031 for Romanian and 

1,480,103 for French. All the texts in the three languages are tokenized, tagged, 

lemmatized and chunked by means of our TTL environment (Ion, 2007, Tufis et al., 

2008). TTL is entirely written in Perl and performs named entity recognition, sentence 

splitting, tokenization, POS tiered tagging TufiἨ, 1999, TufiἨ and Dragomirescu, 2004) 

and chunking. We have exposed it as a SOAP compliant web service with the WSDL 

file available at http://ws.racai.ro/ttlws.wsdl and also as a REST web-service for the 

WebLicht platform (Henrich et al., 2010).   

The example below shows the XML mark-up for two parallel sentences (Romanian and 

French) from the multilingual corpus: 

<xces:p id="p7"><xces:s id="s5_RO_7">  

<xces:tok base="asistenἯŁ" msd="Ncfsry;Np#1" 

type="word">AsistenἯa</xces:tok> 

<xces:tok base="vrea" msd="Va -- 3s;Vp#1" type="word">va</xces:tok>  

<xces:tok base="fi" msd="Vanp;Vp#1" type="word">fi</xces:tok>  

<xces:tok base="furniza" msd="Vmp -- sf;Vp#1" 

type="word">furnizatŁ</xces:tok> 

<xces:tok base="în" msd="Spsa;Pp#1" type="word">în</xces:tok>  

<xces:tok base="trei" msd="Mc - p- l;Pp#1,Np#2" 

type="word" >trei</xces:tok>  

<xces:tok base="sau" msd="Ccssp;Pp#1,Np#2" type="word">sau</xces:tok>  

<xces:tok base="patru" msd="Mc - p- l;Pp#1,Np#2" 

type="word">patru</xces:tok>  

<xces:tok base="ratŁ" msd="Ncfp- n;Pp#1,Np#2" 

type="word">rate</xces:tok>  

<xces:tok base=":" ms d="COLON" 

type="punctuation">:</xces:tok></xces:s></xces:p>  

<xces:p id="p7"><xces:s id="s5_FR_7">  

<xces:tok base="il" msd="Pp3mp;Vp#1" type="word">Ils</xces:tok>  

<xces:tok base="etre" msd="Vmif3p;Vp#1" type="word">seront</xces:tok>  

<xces:tok base="disponib le" msd="Af - fp;Ap#1" 

type="word">disponibles</xces:tok>  

<xces:tok base="en" msd="Sp;Pp#1" type="word">en</xces:tok>  

<xces:tok base="trois" msd="M;Pp#1,Np#1" type="word">trois</xces:tok>  

<xces:tok base="ou" msd="Cc" type="word">ou</xces:tok>  

<xces:tok base= "quatre" msd="M;Np#2" type="word">quatre</xces:tok>  

<xces:tok base="tranche" msd="Ncfp;Np#2" 

type="word">tranches</xces:tok>  

<xces:tok base=":" msd="COLON" 

type="punctuation">:</xces:tok></xces:s></xces:p>  

Figure 4: Two parallel sentences from the Multilingual News Corpus 

2.5. RO-JRC Acquis 

The corpus consists of a subset of the Romanian version of the JRC Acquis (Steinberger 

et al., 2006), based on the common set of laws of the European Union member states 
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(Acquis Communautaire). The language of the corpus is standard Romanian, 

orthography being compliant with the current Romanian Academy norms. The 

diacritical signs are in place (TufiἨ and CeauἨu, 2008). The text type of the corpus is the 

official language as used in legal documents. There are 10,704 documents which were 

selected so that their equivalent documents also exist in English and French. The corpus 

contains 34,234,437, out of which 27,968,652 are words and the rest punctuation marks.  

This corpus, as all the other corpora developed at RACAI, is represented in XML 

Corpus Encoding Standard (XCES) format which is compliant with the XCES Schema 

revision 0.4 (2003). The RO-JRC Acquis corpus has been carefully cleaned and all its 

characters are UTF-8 encoded. A special mention is due for the correction of the 

Romanian letters ñἨò and ñἪò and their upper case variants ñἧò and ñἩò which were not 

encoded as in the Latin 2 character set. The corpus is annotated at paragraph, sentence, 

constituent group and word levels, providing morpho-lexical, syntactic information and 

sense disambiguation. One should note that the document paragraphs are marked with 

unique IDs (CELEX codes), same in any language (except for the language code) for 

the documents which contain the same information. These codes allow for the 

unambiguous identification of parallel documents in any of the 22 languages covered by 

JRC-Acquis. 

The sense of a content word is specified by a new attribute ili  of the xces:tok tag (see 

Figure 4). Its value represents the Princeton WordNet sense identifier for the current 

token.  It has been automatically computed based on the WSD methods for parallel 

corpora, described in TufiἨ et al., (2004c) and Ion (2007). The terms (multiword units, 

glued together by the underscore) and words missing from the Romanian WordNet are 

not sense disambiguated. As the WSD process is minimal error committed, uncertainty 

is preferred to wrong decisions. This is why some tokens are labeled with the most 

probable subset of their possible senses.  

2.6. SemCor Corpus 

En-Ro-SemCor corpus (Lupu et al., 2005; Ion, 2007) is an English-Romanian parallel 

corpus which was developed starting from the English SemCor (Mihalcea and Pedersen, 

2003), a sense-tagged corpus created at Princeton University by the WordNet Project 

research team. SemCor is a subpart of the Brown balanced corpus (Kuļera and Francis, 

1967), containing news articles, literature, scientific and religious texts. In spite of its 

small dimension, SemCor has been extensively used both as training and testing data in 

various Word-Sense Disambiguation experiments and competitions, as word-sense 

annotated resources are scarce.  

The Romanian side of the corpus is a partial translation (only 81 out of 352 original files 

were translated by the NLP group at FII-UAIC), and in the En-Ro-SemCor corpus only 

the translated files were included. En-Ro-SemCor contains a total of 178,499 words for 

English and 175,603 words for Romanian (Ion, 2007) and is marked-up conformant to 

XCES format. The corpus is annotated at paragraph, sentence, constituent group and 

word levels. The alignment is encoded in the sentence ids. Sentences having the same id 

are reciprocal translation. Each sentence is segmented into tokens, including 

punctuation. The diacritics and all special characters are encoded as SGML entities. 

Each token has a descriptor attribute containing syntactic and semantic information 
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about its grammatical meta-category
5
, lemma, morpho-syntactic descriptor (msd) ï tag, 

syntactic chunk membership (Np ï Noun Phrase; Vp ï Verb Phrase; Ap ï Adjectival 

Phrase; Pp ï Prepositional Phrase), associated Princeton WordNet 3.0 word-sense and 

syntactic dependency link(s) in the current sentence. The chunking annotation has been 

achieved based on a regular grammar defined over the MSD tags. The word-sense labels 

in the English part of the corpus have been manually assigned and, via word alignment, 

transferred to the translation equivalents in the Romanian part. 

Besides the tags which were used in other corpora annotations, RO-EN SemCor uses a 

new value, included into the ili  attribute, namely a numerical index, immediately 

following the sense identifier. It represents, on a 0-based positioning in the current 

sentence, the word lexically attracted (a kind of dependency relation, see (Ion and 

Barbu-Mititelu, 2006) for further details) by the word under consideration.  For 

instance, in the example shown below, the annotation of the word said: 

<xces:tok base="say" msd="1+,Vmis;Vp#1;ili:ENG30-01009240-v;1" 

type="word">said</xces:tok> 

specifies that the word at position 1 (Fulton_County_Grand_Jury) is the one entering 

the relation of lexical attraction with the word said.  The information on lexical 

attraction has been automatically annotated using LexPar (Ion and Barbu-Mititelu, 

2006), an application using Lexical Attraction Models (Yuret, 1998) further developed 

as Meaning Affinity Models (Ion, TufiἨ, 2007). 

<xces:p id="p1">  

 <xces:s id="br_a01_1_1_en">  

<xces:tok base="the" msd="2+,Dd;Np#1" type="word">The</xces:tok>  

<xces:tok base="Fulton_County_Grand_Jury"  

msd="8+,Np;Np#1;ili:ENG30 - 00031264 - n;0" 

type ="word">Fulton_County_Grand_Jury</xces:tok>  

<xces:tok base="say" msd="1+,Vmis;Vp#1;ili:ENG30 - 01009240 - v;1" 

type="word">said</xces:tok>  

<xces:tok base="Friday" msd="1+,Ncns;Np#2;ili:ENG30 - 15164463 - n;2" 

type="word">Friday</xces:tok>  

<xces:tok base="a" msd="2 1+,Ti - s;Np#3;5" type="word">an</xces:tok>  

<xces:tok base="investigation" msd="1+,Ncns;Np#3;ili:ENG30 - 05800611 -

n;3" type="word">investigation</xces:tok>  

<xces:tok base="of" msd="5+,Sp;Pp#1;7" type="word">of</xces:tok>  

<xces:tok base="Atlanta" msd="8+,Np;Pp#1,Np#4;ili:ENG30 - 09076675 - n;5" 

type="word">Atlanta</xces:tok>  

<xces:tok base="&apos;s" msd="21+,St;Pp#1,Np#4;7" 

type="word">&apos;s</xces:tok>  

<xces:tok base="recent" msd="1+,Afp;Pp#1,Np#4,Ap#1;ili:ENG30 - 01730444 -

s;10" type="word">recent</xce s:tok>  

<xces:tok base="primary_election" msd="1+,Ncns;Pp#1,Np#4;ili:ENG30 -

00182571 - n;3" type="word">primary_election</xces:tok>  

<xces:tok base="produce" msd="1+,Vmis;Vp#2;ili:ENG30 - 02141146 - v;10" 

type="word">produced</xces:tok>  

                                                      
5 The meta-categories are hand-made clusters taking into consideration the empirical evidence of POS translation 

affinities: if two or more grammar categories are in the same meta-category (e.g. N, V, A), then words from these 

categories may be translated, under specific circumstances, by words from another category in the same cluster.  
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<xces:tok base="&quot;" msd="DBLQ" 

type="punctuation">&quot;</xces:tok>  

<xces:tok base="no" msd="22+,Dz3;Np#5;14" type="word">no</xces:tok>  

<xces:tok base="evidence" msd="1+,Ncns;Np#5;ili:ENG30 - 05823932 - n;11" 

type="word">evidence</xces:tok>  

<xces:tok base="&quot;" msd="DBLQ" 

type ="punctuation">&quot;</xces:tok>  

<xces:tok base="that" msd="31+,Cs;19" type="word">that</xces:tok>  

<xces:tok base="any" msd="22+,Di3;Np#6;18" type="word">any</xces:tok>  

<xces:tok base="irregularity" msd="1+,Ncnp;Np#6;ili:ENG30 - 00737188 -

n;19" type="word">ir regularities</xces:tok>  

<xces:tok base="take_place" msd="1+,Vmis;Vp#3;ili:ENG30 - 00339934 - v;14" 

type="word">took_place</xces:tok>  

<xces:tok base="." msd="PERIOD" type="punctuation">.</xces:tok>  

</xces:s>  

</xces:p > 

Figure 5: An annotated English sentence from the parallel corpus En-Ro SemCor 

2.7. Ro-TimeBank Corpus 

Result of a PhD project research (ForŁscu, 2011), Ro-TimeBank corpus is another 

example of semantic annotation transfer, based on word alignment, from a heavily 

annotated English corpus into the Romanian translated texts. The source corpus was 

TimeBank corpus version 1.2
6
 (Pustejovsky et. al., 2006).  

The 183 files in the original TimeBank were carefully translated into Romanian trying 

to preserve, when possible, the same word order and avoiding paraphrases
7
. Afterwards, 

both English and Romanian texts were tokenized, tagged, lemmatized and finally word 

aligned by means of TTL and YAWA aligner (Ion, 2007). The word alignment has been 

checked and manually corrected and was followed by another hand validation and 

correction. The final word alignment was the means by which all the TimeML 

annotations pertaining to an English word were automatically transferred to its 

Romanian equivalent. In spite of 96.53% of valid transfers, (ForŁscu, 2011 p. 115) 

manual corrections were necessary on the Romanian TimeML mark-up. In (ForŁscu, 

2011) the major sources for the annotation transfer problems are listed: words not 

translated, different cross-lingual syntactic properties of some verbs, temporal 

SIGNALs in English not lexicalized in Romanian etc.   

Besides the TimeML annotated Romanian corpus, the usual RACAI encoding of 

parallel corpora has been provided for the En-Ro bitext. The quantitative data for both 

parts of the bitext is shown in Table 1, while Figure 6 exemplifies the encoding of a 

translation unit (a pair of translation equivalent sentences) from the bilingual corpus. 

The encoding shown in Figure 6, slightly different from the previous examples, is 

conformant with RACAIôs previous XML schema. The differences are minor and a Perl 

script is available for automatically converting this annotation into fully conformant 

XCES mark-up. 

Table1: Quantitative data about the parallel corpus Ro-En Time Bank 

                                                      
6 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T08 
7 This decision was motivated by the intention of ensuring the best possible word alignment, based on which the 

TimeML annotations were transferred from English to Romanian. 
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Unit  RoTimeBank EnTimeBank 

Sentences 4715 4715 

lexical units 65375  61042  

unique lexical units 12640  10586  

 

<tu id="16">  

<seg lang=" en">  

<s id=" ABC19980304.1830.1636_en_16 ">  

<w lemma=" once " ana=" 14+,Rmp " chunk=" Ap#1"> Once</w>  

<w lemma=" colonel " ana=" 1+,Ncns " chunk=" Np#1"> Colonel </w>  

<w lemma=" Collins " ana=" 8+,Np " chunk=" Np#1"> Collins </w>  

<w lemma=" be" ana=" 3+,Vais3s " chunk=" Vp#1"> was</w>  

<w lemma=" pick " ana=" 1+,Vmps " chunk=" Vp#1,Ap#2 "> picked </w>  

<w lemma=" as " ana=" 5+,Sp " chunk=" Pp#1"> as </w>  

<w lemma=" a" ana=" 21+,Ti - s" chunk=" Pp#1,Np#2 "> a</w>  

<w lemma=" NASA" ana=" 8+,Np " chunk=" Pp#1,Np#2 "> NASA</w>  

<w lemma=" astronaut " ana=" 1+,Ncns " chunk=" Pp#1,Np#2 "> astronaut </w>  

<c> , </c>  

<w lemma=" she " ana=" 13+,Pp3fsn " chunk=" Vp#2"> she </w>  

<w lemma=" follow " ana=" 1+,Vmis " chunk=" Vp#2"> followed </w>  

<w lemma=" a"  ana=" 21+,Ti - s" chunk=" Np#3"> a</w>  

<w lemma=" normal " ana=" 1+,Afp " chunk=" Np#3,Ap#3 "> normal </w>  

<w lemma=" progression " ana=" 1+,Ncns " chunk=" Np#3"> progression </w>  

<w lemma=" within " ana=" 5+,Sp " chunk=" Pp#2"> within </w>  

<w lemma=" NASA" ana=" 8+,Np " chunk=" Pp#2,Np#4 "> NASA</w>  

<c> . </c></s></seg>  

<seg lang=" ro ">  

<s id=" ABC19980304.1830.1636_ro_16 ">  

<w lemma=" O" ana=" 1+,Mc "> O</w>  

<w lemma=" datŁ" ana=" 1+,Ncfsrn " chunk=" Np#1">datŁ</w>  

<w lemma=" ce " ana=" 4+,Pw3 -- r " chunk=" Np#2"> ce </w>  

<w lemma=" colonel " ana=" 1+,Ncmsry " chunk=" Np#2"> colonelul </w>  

<w lemma=" Collins " ana=" 8+,Np " chunk=" Np#2"> Collins </w>  

<w lemma=" avea " ana=" 3+,Va -- 3s " chunk=" Vp#1"> a</w>  

<w lemma=" fi " ana=" 3+,Vap -- sm" chunk=" Vp#1"> fost </w>  

<w lemma=" alege " ana=" 1+,Vmp-- sf " chunk=" Vp#1,Ap#1 "> al easŁ</w>  

<w lemma=" ca " ana=" 14+,Rc "> ca </w>  

<w lemma=" astronaut " ana=" 1+,Ncms - n" chunk=" Np#3"> astronaut </w>  

<w lemma=" NASA" ana=" 8+,Yn " chunk=" Np#3"> NASA</w>  

<c> , </c>  

<w lemma=" el " ana=" 13+,Pp3fsr -------- s" chunk=" Vp#2"> ea</w>  

<w lemma=" avea " ana=" 3+,Va -- 3s " chunk=" Vp#2"> a</w>  

<w lemma=" urma " ana=" 1+,Vmp-- sm" chunk=" Vp#2,Ap#2 "> urmat </w>  

<w lemma=" o" ana=" 1+,Mc "> o</w>  

<w lemma=" ascensiune " ana=" 1+,Ncfsrn " chunk=" Np#4"> ascensiune </w>  

<w lemma=" normal " ana=" 1+,Afpfsrn " chunk=" Np#4,Ap#3 ">normalŁ</w>   

<w lemma=" în " ana=" 5+,Spsa " chunk=" Pp#1"> în </w>  

<w lemma=" cadru " ana=" 1+,Ncmsry " chunk=" Pp#1,Np#5 "> cadrul </w>  

<w lemma=" NASA" ana=" 8+,Yn " chunk=" Pp#1,Np#5 "> NASA</w>  

<c> . </c></s></seg>  

</tu>  

Figure 6: An example of a translation unit from the En-Ro TimeBank Corpus 



DAN TUFIἧ 

58 

 

In Figure 7 the TimeML annotation for a Romanian sentence is exemplified. The name 

entities and events appear in bold face: 

Filiala din SUA a Ratners Group PLC a fost de acord sŁ achiziѿioneze v©nzŁtorul 

de bijuterii Weisfield's Inc. pentru $50 pe acѿiune, sau aproximativ $55 milioane. 

<s>Filiala din <ENAMEX TYPE="LOCATION"> SUA</ENAMEX> a <ENAMEX 

TYPE="ORGANIZATION"> Ratners Group PLC </ENAMEX> a fost  <EVENT 

aspect=" PERFECTIVE" class=" I_ACTION " eid=" e1" eiid=" ei1993 " 

eventID=" e1" polarity=" POS"  pos=" NOUN" tense=" PAST" mainevent=" YES" 

pred=" de_acord "> de acord </EVENT> sŁ <EVENT aspect=" NONE" 

class=" OCCURRENCE" eid=" e3" eiid=" ei1994 " eventID=" e3" polarity=" POS" 

pos=" VERB" tense=" PRESENT" mainevent=" NO" pred=" achizi Ἧiona " 

mood=" SUBJONCTIVE" vform=" NONE"> achizi Ἧioneze </EVENT> v©nzŁtorul de 

bijuterii  <ENAMEX TYPE="ORGANIZATION"> Weisfield's Inc . </ENAMEX> 

pentru  <NUMEX TYPE="MONEY"> $ 50 </NUMEX> pe ac Ἧiune , sau aproximativ  

<NUMEX TYPE="MONEY"> $ 55 milioane </NUMEX>. </s>  

Figure 7: An annotated Romanian sentence from Ro-TimeBank corpus 

2.8. Romanian Balanced Corpus (ROMBAC) 

The previous corpora contain Romanian translations from other languages (mostly 

English). Besides their general use for NLP and machine translation, they can be 

extremely helpful for translational studies. Similarly, the large collection of comparable 

corpora, collected by the ACCURAT project (www.accurat-project.eu), containing huge 

quantities of similar documents (most of them translations) in English, Estonian, 

German, Greek, Latvian, Lithuanian and Romanian, may be appealing to specialists in 

translation studies, although they were collected for more practical purposes of 

statistical machine translation.  

ROMBAC is the core of the future Reference corpus for Contemporary Romanian. It 

will  consider both original Romanian texts and professional translations, and a large 

palette of linguistic text types. The metadata that will be associated to the corpus will 

allow text selection on many criteria, including source language and linguistic text type. 

In its present state, ROMBAC consists of equal shares of texts from 5 different text 

types: journalism, national legislation, fiction, medicine and biographical data for 

Romanian literary personalities. For each category, texts have been selected containing 

around 8,000,000 words, so that the entire corpus counts 41,534,961 tokens (660,000 

unique words), including punctuation. The corpus is represented in XCES format with 

all characters UTF8 encoded.  

The initial documents for the corpus (PDF, doc, docx) were first converted into text 

files, normalized at the orthographic level, cleaned of footnotes, headers and page 

numbers and the punctuation was separated from the words. After this preliminary 

phase, the corpus was subjected to an annotation process using the TTL text processing 

platform developed at RACAI (Ion, 2007; TufiἨ et al., 2008a).  

Because of limited human resources, time constraints and the dimension of the corpus, 

hand validation of each individual token was out of question. Therefore, the validation 

stage was implemented as a coherent methodology for automatically identifying as 

many POS annotation and lemmatization errors as possible. This methodology implies, 

among other techniques, several iterations of the analysis for the tokens whose biased 
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annotation is different from the one in the initial annotated corpus. The biased 

annotation is produced by means of language models constructed from the same data 

one would like to annotate. Where the initial annotation and the biased annotation differ 

it is likely to have an error, so that we restricted our hand validation only to these cases.  

The complete methodology is described in detail in (TufiἨ & Irimia, 2006) and, as 

shown there, the estimated error rate is around 2%. 

3. Conclusions 

This article presented a few language resources for Romanian Language processing 

created at the Research Institute for Artificial Intelligence of the Romanian Academy. 

Several other useful resources were delivered to METANET4U by the Faculty of 

Computer Science of the ñA. I. Cuzaò University of IaἨi. Yet, there are several other 

Romanian groups that own many valuable resources and language processing tools. 

Releasing them, under whatever licenses the owners prefer, would be highly beneficial 

for farther and faster advancement of Language Technology in Romania. The academic 

content creators, whose work should be appropriately acknowledged and cited, with the 

intellectual property rights carefully protected, may significantly ease the dissemination 

of the textual and multi-media data by getting in closer contacts with the NLP 

researchers and developers.  The language industry in Romania is in its infancy and 

their general complaint refers to the very difficult (even impossible) access to high 

quality data locked under provisions of the IPR regulations. Well regulated channels of 

data collection, cleaning and distribution are currently constructed within large 

European and trans-European language technology infrastructures such as CLARIN-

ERIC or META which complement and improve the services of older language 

resources associations such as ELRA/ELDA in Europe or LDC in USA.   
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Abstract 

In this paper we describe the process of building a Romanian corpus for the 

task of sentiment analysis, starting with determining the annotation standard, 

gathering the resources to be included in the corpus and including the 

methodology that was followed by the annotators. More than that, we give 

detailed statistics on the results we obtained so far and we present a couple of 

use-cases in which such a corpus is helpful. We also propose a set of metrics 

that are relevant for the evaluation of a sentiment analysis system. The 

purpose of this corpus is to be used in a broad set of scenarios, not just text 

classification based on the type of sentiment that it transmits. The main 

majority of corpora for sentiment analysis available in other languages are 

either obtained by automatic or semi-automatic approaches in which the 

whole text is labeled positive, negative or neutral and that doesnôt have a high 

confidence level or manually annotated corpora, where the labeling is done at 

sentence level. Our approach operates on a word annotation level and includes 

markings for named entities, for sequences of words that have a certain 

sentiment polarity, excluding the neutral ones and links between named 

entities and sentiment sequence of words. We intend to publish the first 

polished results as open source in order for Romanian researchers that are 

interested in this subject to be able to contribute. 

1. Introduction 

Sentiment analysis or opinion mining, represents in recent years an important topic in 

the research community but also in the industrial environment, due to the valuable 

insight on customer preferences, product trends etc. that sentiment analysis can provide 

to interested companies. The important growth of sentiment analysis can also be 

observed by the increasing number of workshops dedicated to this topic that are 

associated with major computational linguistics conferences and a rising number of 

sentiment analysis start-ups. 

One of the main reasons for having a gold sentiment corpus is to provide a standard 

testing resource to help the development phase of a sentiment analysis tool, but also to 

encourage a clear, unified benchmark that can be used to objectively compare the results 

of different systems. From a machine learning perspective, a gold corpus can be used to 

train a classifier or can be divided in order to be used in a training/testing split.  It can 

also prove useful for a rule based system, in which case,  having such a corpus can give 

important clues on how adding or removing certain rules affects the overall accuracy of 

the system. At the moment, as far as we know, there doesnôt exist any gold sentiment 

corpora for Romanian, neither licensed, nor an open source one that could serve as a 
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starting point for adaptation to different sentiment analysis tasks.  Our goal is to create 

such a corpus and to make it publicly available to anyone interested, especially 

researchers that conduct work in this domain. 

The international interest in sentiment analysis is demonstrated by the significant 

number of sentiment annotated corpora available either open source or with different 

type of commercial and academic licenses available in multiple languages, such as 

English, German, Italian, Chinese and Japanese. Next, we will present the most notable 

and widely used sentiment corpora. 

One of the most important corpora for English is the MPQA Opinion Corpus
1 

that 

contains manually annotated news articles gathered from a variety of sources. The 

annotations respect the GATE
2 

format and are provided not only for opinions, but also 

for beliefs, emotions, speculations etc. (Wiebe et al., 2005) and (Wilson, 2008).  A 

corpus mostly used in opinion classification tasks is the Movie Reviews Large Dataset
3 

(Maas et al., 2011) that provides 2.500 movie reviews for training and another 2.500 for 

test. A major difference between our proposal and this corpus is that our approach is 

that we use a fully manual annotation process and we target a high level of granularity 

for the annotations, as it will be explained in the following section, whereas the 

previously mentioned dataset is mostly automatically built by scraping user rated 

reviews and it uses only a binary positive/negative classification. Another important 

work worth mentioning is SentiWordNet
4
 (Baccianella et al., 2010), a WordNet

5 
based 

lexical resource for sentiment bearing words. SentiWordNet provides real values in the 

0 to 1 scale symbolizing the degree of positive, negative or objectiveness for multiple 

meanings of the same word and it has been successfully translated into other languages, 

some of the most described ones being the Indian languages, as presented in (Das et al., 

2010). A description of how to use SentiWordNet in a multilingual context is detailed in 

(Denecke, 2008). One of the most relevant corpora regarding our approach is the JDPA
6
 

corpus (Kessler et al., 2010) which consists of blog posts containing opinions about 

automobiles and digital cameras. All of these posts have been manually annotated for 

mentions of entities, which can be named, nominal, and pronominal. Entities are marked 

with the aggregate sentiment expressed toward them in the document. Also, the 

modifiers are annotated. An important aspect that is also captured in our proposed 

annotation is how different sentiment bearing segments of text influence the entities 

found in a sentence. This is present in JDPA by annotating the expressions which 

convey sentiment toward an entity with the polarity of their prior and contextual 

sentiments as well the mentions they target. Another important sentiment corpus is the  

UMass Amherst
7
 corpus which contains user reviews for different products sold online. 

These reviews can be found in Chinese, English, German and Japanese (Noah et al., 

2008) and (Potts, Schwarz, 2008).  

                                                      
1 MPQA: http://www.cs.pitt.edu/mpqa/index.html 
2 GATE: http://gate.ac.uk/ 
3 LMRD: http://ai.stanford.edu/~amaas/data/sentiment/ 
4 SentiWordNet: http://sentiwordnet.isti.cnr.it/ 
5 WordNet: http://wordnet.princeton.edu/ 
6 JDPA: http://verbs.colorado.edu/jdpacorpus/ 
7 UMass: http://semanticsarchive.net/Archive/jQ0ZGZiM/readme.html 
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2. Annotation process 

In this section, we present how the text that was used for annotation were gathered, we 

describe the annotation standard that we propose and we describe the annotation 

workflow. 

2.1. Data acquisition 

In the pilot phase of building our corpus, we used texts representing online news articles 

(Media Fax, Rom©nia LiberŁ, realitatea.net etc.) and blog posts (chinezu.ro, zoso.ro 

etc.). In order to provide a common denominator for this initial version of the corpus, 

we targeted the telecommunications domain and we gathered articles about major 

companies, like Orange, Vodafone, Cosmote etc. It is important to mention here that 

these texts are used solely to aid defining the annotation standard and to develop 

annotation experiments. Due to copyright issues, we have no guarantee that they will be 

found in the open source release of the corpus.  

2.2. Annotation standard 

As it can be seen in Figure 1, the main components of our annotation set are the 

ñparagraphò tag (with attribute ñidò), ñsentimentGroupò tag (with attributes ñvalueò 

(between -4 and 4) and ñid_groupò) and ñentityò tag (with attributes ñtypeò, 

ñsentimentò, ñid_entityò and ñid_groupò). 

 
Figure 1: Annotation tag set. 

We consider the following major categories for an entityôs ñtypeò attribute: city, 

organization, company, country, person and additionally we consider categories like 

brand, product and publication (Iftene et al., 2011). The ñid_groupò attribute is used to 

link one or more sentiment groups to an entity. 

 
Figure 2: Annotation example. 

In Figure 2, we give an annotation example. As it can be observed, there is a single 

named entity, ñHD Voiceò, which has the ñproductò type and an associated sentiment 

value score of ñ2.0ò. Also, it is illustrated that the 3 identified sentiment groups 

influence the entity, this meaning that its ñid_groupò attribute has the value ñ1,2,3ò. 
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2.3. Annotation workflow 

We have experimented with two different workflows. In the first one, we first run the 

initial plain texts through our sentiment analysis system described in (G´nscŁ et al., 

2011) and outputted files containing annotations for paragraphs, named entities, 

sentiment groups and links between the last two. The annotators were given the tasks of 

correcting the annotations generated by the system by removing incorrect annotations, 

modifying annotations or attributes and adding new annotations for the elements that the 

system didnôt identify. In the second one, we provide to the annotators the texts labeled 

only with the paragraph tags, leaving them the task to annotate with the remaining tags. 

After observing the productivity of both methods and obtaining feedback from the 

annotators, we concluded that the second one provided better results and implied less 

time spent annotating. 

For the actual annotation of texts, we have used the Serna8 open source WYSIWYG 

(what you see is what you get) XML editor. The main arguments for using Serna are its 

flexibility in adapting it for new annotation scenarios and it has an intuitive and easy to 

use interface. We emphasize on the importance of the last two features due to the fact 

that in the annotation process, besides computer science students have also been 

involved two students without any computer science background. Serna allows Python 

plug-ins, XSLT and XSL-FO configuration files that can be used to define the 

annotation tag set, attributes and attribute values, but also formatting settings, such as 

the colour of annotations.  

 
Figure 3: Serna usage example. 

In the annotation example presented in Figure 3, the words highlighted with red and 

green represent positive and negative sentiment groups and in the uncolored rectangles 

named entities are emphasized. In the tree found in the left side of the image, we can see 

                                                      
8 Serna: http://www.syntext.com/products/serna/ 
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all the named entities and sentiment groups from the loaded text grouped by the 

paragraphs in which they are found. 

 
Figure 4: Serna plain text view. 

We can also see in Figure 4 how the annotators are shown the text in its original form, 

although in the background, the text is in the XML format and contains annotations 

form the annotation tag set presented in Figure 1. In this manner, we use the benefits of 

Serna that, on one hand, provides the annotators a fast and simple working environment 

and, on the other, it assures the correctness of the underlying XML document. 

3. Usage Scenarios 

3.1. Evaluation 

This corpus can be used to evaluate different type of applications, for example it can be 

used for named entity identification, named entity classification, sentiment text segment 

identification, and relation association between an entity and a sentiment bearing 

segment. In order to use our corpus in the evaluation process of a sentiment analysis 

system, we propose a couple of metrics that make use of the detailed annotation 

structure that we propose.  

We define below a sentiment group identification precision that considers a correct 

instance only an exact match of the segment of text that was annotated as a sentiment 

group. 

 

ὖ
Π ὧέὶὶὩὧὸ ὪέόὲὨ ίὩὲὸὭάὩὲὸὋὶέόὴί

Π ὸέὸὥὰ ὪέόὲὨ ίὩὲὸὭάὩὲὸὋὶέόὴί
 










































































































































































































































































