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A B S T R A C T

Accurate extraction of foregrounds in videos is one of the challenging problems in computer vision. In this study, we propose dynamic mode decomposition via dictionary learning (dl-DMD), which is applied to extract moving objects by separating the sequence of video frames into foreground and background information with a dictionary learned using block patches on the video frames. Dynamic mode decomposition (DMD) decomposes spatiotemporal data into spatial modes, each of whose temporal behavior is characterized by a single frequency and growth/decay rate and is applicable to split a video into foregrounds and the background when applying it to a video. And, in dl-DMD, DMD is applied on coefficient matrices estimated over a learned dictionary, which enables accurate estimation of dynamical information in videos. Due to this scheme, dl-DMD can analyze the dynamics of respective regions in a video based on estimated amplitudes and temporal evolution over patches. The results on synthetic data exhibit that dl-DMD outperforms the standard DMD and compressed DMD (cDMD) based methods. Also, the results of an empirical performance evaluation in the case of foreground extraction from videos using publicly available dataset demonstrates the effectiveness of the proposed dl-DMD algorithm and achieves a performance that is comparable to that of the state-of-the-art techniques in foreground extraction tasks.

1. Introduction

The problem of extracting dynamics to detect moving objects in videos is a fundamental task in computer vision. The basic approach to achieve this task is to separate the video stream into foreground and background information which is still considered to be a challenging task in practice because the true background is often difficult to estimate. In real-life scenarios, several challenges, such as gradual or sudden changes in illumination, dynamic background, camera-jitter, sleeping foreground objects, and so on, can be encountered. To address these difficulties, various methods have been proposed over the last decade. For detailed overview of some of the traditional and state-of-the-art methods, we recommend (Bouwmans et al., 2017; Sobral and Vacavant, 2014). One of the most extensively used frameworks to separate a video into foreground and background information is decomposing the video frames into a low-rank matrix (background) and a sparse-matrix (foreground) by principal component analysis (PCA) (Oliver et al., 1999). Variants of this method, such as robust principal component analysis (RPCA), are further discussed by Candès et al. (2011). The decomposition of a matrix into low-rank and sparse matrices can be alternatively solved by dynamic mode decomposition (DMD), which accurately separates a matrix into the stationary background and foreground motions by differentiating between the near-zero frequency modes and the remaining modes away from the origin (Kutz et al., 2015). However, there are some limitations in the standard DMD method that often causes inaccurate extraction of dynamics from the video. In standard DMD method, image sequences ordered in time as column vectors are considered as input, such arrangement of image sequences is unable to extract complex dynamics in videos. Also a modified version of standard DMD; compressed DMD have been proposed by Erichson et al. (2016). The compressed DMD achieves almost the same result as the standard DMD method but at low computation cost. Additionally, the standard DMD approach is, in principle, not applicable to analyze the local level dynamic information in spatiotemporal data.

2. Related work

In literature number of methods have been proposed for background and foreground modeling. Some of the methods are PCA based and the basic idea behind these methods is to split the video into
low-rank (background) and a sparse matrix (foreground) (Vaswani et al., 2018; Guo et al., 2014). Ebadi et al. (2016) proposed a dynamic tree structured RPCA based approach via column subset selection and they considered image sequences as a sum of low-rank and dynamic tree-structured sparse matrix and solved the decomposition using approximated RPCA. They also introduced the low-rank background modeling via column subset selection that reduces the order of complexity and decreases the computation time to process large videos.

Incremental Principle Component Pursuit (PCP) method has been proposed by Rodriguez and Wohlberg (2016), they proposed a modified PCP and claim that their method achieves the same results as standard batch PCP algorithms with low computational complexity and allows real time processing compared to PCP algorithm. Javed et al. (2017b, 2018) proposed a Structured-Sparse based RPCA method for moving object detection. They modified the traditional approach of decomposing the input image sequences into low-rank matrix which is considered as background and sparse matrix that contains the foreground information and additionally incorporating two regularization terms (spatial and temporal graph sparsity) on sparse components.

In addition to RPCA based methods deep learning based methods have also gained attention and a comparative overview of recent methods has been presented by Bouwmans et al. (2019), Lim and Keles (2018) proposed a supervised deep learning method under a triplet framework in the encoder part to embed an image in multiple scales into the feature space and use a transposed convolutional network in the decoder part to learn a mapping from feature space to image space by utilizing a pre-trained VGG-16 Network. Minematsu et al. (2018) also proposed a deep learning approach, they modified the approach proposed by Braham and Van Droogenbroeck (2016) by observing full resolution feature maps in all the network layers. García González et al. (2019) proposed a model that divides each video frame into patches and then those are fed to a stacked denoising autoencoder, which is responsible for the extraction of significant features from each image patch. After that, a probabilistic model that is composed of a mixture of Gaussian distributions decides whether the given feature vector describes a patch belonging to the background or the foreground. A unified method based on Generative Adversarial Network (GAN) and image in-painting has been proposed by Sultan et al. (2019). It is an unsupervised visual feature learning hybrid GAN based on context prediction and followed by a semantic in-painting network for texture optimization. Zheng et al. (2019) also proposed a GANs based background subtraction algorithm, they used median fiberbox algorithm for background extraction then they built a background subtraction by using Bayesian GANs to classify background and foreground pixels.

Seth D. Pendergrass and Brunton (2016) developed a parallelized algorithm to compute the dynamic mode decomposition (DMD) on a graphics processing unit using the streaming method of snapshots singular value decomposition. This method avoids the redundant inner-product as the new data becomes available. Tirunagari et al. (2016) proposed a method to obtain a color background from video frames. In their work they concatenated RGB channels vertically and fed to the DMD algorithm to compute the dynamic mode decomposition (DMD) for accurate extraction of dynamics in videos. To achieve this, a dictionary is learned using random patches of input image sequences for better approximation of the input signals. Then coefficient matrices are obtained over this learned dictionary, which contains the better representation of underlying dynamics in videos. Therefore, this is expected to result in a sharp extraction of moving objects from the background, which is achieved by separating modes into foreground and background based on their corresponding eigenvalues.

The remainder of this study can be organized as follows. First, we provide an overview of the dynamic mode decomposition in Section 3. Then, in Section 4, we describe a problem formulation and procedure to perform dl-DMD. Further, in Section 5, we briefly explain dictionary learning. Extraction of local level dynamics is discussed in Section 6. Experiments are presented in Section 7 along with performance evaluations on the basis of benchmark datasets. Finally, Section 8 summarizes and concludes the study.

3. Dynamic mode decomposition

DMD spatiotemporally decomposes the sequential data via data-driven realization of the spectral decomposition of the Koopman operator (Koopman, 1931). Spectral analysis of the Koopman operator lifts the analyses of nonlinear dynamical systems to those of linear systems in function spaces. Further, we briefly review the underlying theory.

Consider a (possibly nonlinear) dynamical system:

\[ x_{t+1} = f(x_t), \quad x \in \mathcal{M}. \]

where \( f : \mathcal{M} \to \mathcal{M}, \mathcal{M} \) is the state space, and \( t \) is the time index. In this system, the Koopman operator \( \mathcal{K} \) for \( \forall x \in \mathcal{M} \) can be defined as follows:

\[ \mathcal{K}g(x) = g(f(x)). \]

where \( g : \mathcal{M} \to \mathcal{C} (C \in F) \) denotes an observable in function space \( F \). By definition, \( \mathcal{K} \) is a linear operator in \( F \). Assume that there exists a subspace of \( F \) invariant to \( \mathcal{K} \), which can be denoted by \( \mathcal{G} \subseteq F \). Additionally, assume that \( \mathcal{G} \) is finite-dimensional and that a set of observables \( \{g_1, \ldots, g_k\} \) that span over \( \mathcal{G} \) are observed to exist. If \( g = [g_1, \ldots, g_k]^T : \mathcal{M} \to \mathbb{C}^k \), the one-step evolution of \( g \) for \( \forall x \in \mathcal{M} \) can be expressed as follows:

\[ \mathcal{K}g(x) = g(f(x)). \]

where the finite dimensional \( \mathcal{K} \) is the restriction of \( \mathcal{K} \) to \( \mathcal{G} \). An eigen-function of \( \mathcal{K} \) can be expressed as \( \varphi : \mathcal{M} \to \mathbb{C}^k \), and the corresponding eigenvalue can be expressed as \( \lambda \in \mathbb{C}, \text{i.e., } \mathcal{K}\varphi(x) = \lambda \varphi(x) \). If all eigenvalues are distinct, any value of \( g \) can be expressed as follows:

\[ g(x) = \sum_{i=1}^{k} \varphi_i(x) \xi_i \]

with some coefficients \( \xi_i \). Thus, we obtain

\[ g(x) = \sum_{i=1}^{k} c_i e_i(x), \quad c_i = \varphi_i(x) \xi_i, \]

where \( g \) is decomposed into modes \( \{e_i\} \) and the modulus and argument of \( \lambda \) express the decay rate and frequency of \( e_i \), respectively. Differing from classical modal decomposition of linear systems, this decomposition can be applied to nonlinear systems. DMD computes such decomposition using the numerical data. Assume the following data matrices of sizes \( \mathbb{C}^{m \times n} \):

\[ Y_1 = [g(x_0), \ldots, g(x_{T-1})] \quad \text{and} \quad Y_2 = [g(x_1), \ldots, g(x_T)]. \]

(1)

The two data matrices \( Y_1 \) and \( Y_2 \) are connected by a time-independent operator \( A \), which approximates the linear evolution and can be written in the matrix notation as follows:

\[ Y_2 = AY_1. \]

(2)
The estimation of matrix $\mathbf{A}$ can be found by solving the following least square problem,

$$\hat{\mathbf{A}} = \min_{\mathbf{A}} \| \mathbf{Y}_2 - \mathbf{A} \mathbf{Y}_1 \|^2,$$

and DMD modes that contain the spatial information are the eigenvectors that are obtained through the eigen-decomposition of $\hat{\mathbf{A}}$,

$$\hat{\mathbf{A}} \mathbf{W} = \mathbf{W} \Delta.$$

Thus, when the dimension of input data is large, it is computationally expensive to analyze matrix $\mathbf{A}$. Instead, a rank reduced representation is considered, which is summarized in Algorithm 1 (see Schmid, 2010). In compressed DMD method, data matrices are first compressed by a random sensing matrix and then modes are reconstructed using the original data matrix. The algorithm is further described in Algorithm 2.

4. Proposed method

We propose dl-DMD by extending DMD to employ the dictionary atoms that have been learned using random patches in video frames. The dictionary learning step allows the reconstruction of input video frames using a small subset of dictionary atoms. Then, DMD is performed over the coefficient matrices those are obtained over the dictionary atoms (explained in Section 4.2) which contain the better representation of underlying dynamics of input video and expected to cause accurate foreground/background separation based on the obtained eigenvalues and spatial modes (explained in Section 4.3). The overall procedure of dl-DMD is summarized in Algorithm 3, and the proposed method is further illustrated in Fig. 1. The details of the main steps are described as follows:

\begin{algorithm}[H]
\caption{Dynamic Mode Decomposition Schmid (2010)}
\label{alg:dynamic_mode_decomposition}
\begin{algorithmic}
\Require $\mathbf{Y}_1$ and $\mathbf{Y}_2$ defined in Eq. (1)
\Ensure Dynamic modes $\Phi$ and eigenvalues $\Delta$
1: $\mathbf{U}_r,\mathbf{S}_r,\mathbf{V}_r \leftarrow$ compact SVD of $\mathbf{Y}_1$.
2: $\hat{\mathbf{A}} \leftarrow \mathbf{U}_r \mathbf{Y}_2 \mathbf{V}_r \mathbf{S}_r^{-1}$.
3: $\mathbf{W}, \Delta \leftarrow$ eigenvectors and eigenvalues of $\hat{\mathbf{A}}$.
4: $\Phi \leftarrow \mathbf{Y}_1 \mathbf{V}_r \mathbf{S}_r^{-1} \hat{\mathbf{W}}_r$.
5: return: $\Phi, \Delta$.
\end{algorithmic}
\end{algorithm}

\begin{algorithm}[H]
\caption{Compressed Dynamic Mode Decomposition Erichson et al. (2016).}
\label{alg:compressed_dynamic_mode_decomposition}
\begin{algorithmic}
\Require flattened video frames $\mathbf{Y}_1, \mathbf{Y}_2$
1: $\mathbf{R} = \text{rand}(\mathbf{p}, \mathbf{m})$ \Comment{Generate sensing matrix}
2: $\mathbf{Y}_r = \mathbf{R} \mathbf{Y}_1, \mathbf{Y}_r' = \mathbf{R} \mathbf{Y}_2$ \Comment{Compress input matrix}
3: $\mathbf{U}_r,\mathbf{S}_r,\mathbf{V}_r = \text{svd}(\mathbf{Y}_r)$ \Comment{SVD}
4: $\mathbf{A}_c = \mathbf{U}_c \times \mathbf{Y}_r' \mathbf{V}_c \mathbf{S}_r^{-1}$ \Comment{Least squares fit}
5: $\mathbf{W}_c,\Delta_c = \text{eig}(\mathbf{A}_c)$ \Comment{Eigenvalue decomposition}
6: $\Phi_c = \mathbf{Y}_2 \mathbf{V}_c \mathbf{S}_r^{-1} \mathbf{W}_c$ \Comment{Compute DMD modes}
7: $\mathbf{b} = \text{lstsq}(\Phi, \mathbf{Y}_1)$ \Comment{Compute amplitudes by least square method}
\end{algorithmic}
\end{algorithm}

\begin{algorithm}[H]
\caption{dl-DMD for foreground extraction in videos}
\label{alg:dl_dmd_for_foreground_extraction}
\begin{algorithmic}
\Require video frames $\mathbf{V}$, patch size $d$, dictionary size $k$
1: Learn a dictionary $\mathbf{D}$ as in Eq. (5).
2: Calculate the coefficient matrices $\mathbf{B}_1$ and $\mathbf{B}_2$ as in Eqs. (6) and (7), respectively.
3: Perform DMD over coefficient matrices $\mathbf{B}_1$ and $\mathbf{B}_2$ (Section 4.3.3).
4: Threshold zero-frequency modes based on the eigenvalues obtained by Step 3.
5: Reconstruct foregrounds from the approximated coefficient matrix and dictionary as in Eq. (12).
\end{algorithmic}
\end{algorithm}

4.1. Dictionary learning

First, in case of the video frames $\mathbf{V} \in \mathbb{R}^{n \times k \times T}$, each frame $\{\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_T\}$ is converted to a set of overlapping patches, and $l$ patches from the entire set are selected randomly to train a dictionary $\mathbf{D} \in \mathbb{R}^{k \times d}$, where $d$ is the size of a patch and $k$ is the number of elements in the dictionary. The dictionary can be learned by optimizing the coefficient matrix $\mathbf{Z} \in \mathbb{R}^{l \times k}$ and the dictionary in an iterative manner. The dictionary and coefficient matrix are estimated to approximate $\mathbf{X} \in \mathbb{R}^{l \times k}$, which contains the randomly selected patches $\{\mathbf{x}_i\}_{i=1}^l$ in the column. This can be performed by solving the following minimization problem:

$$\min_{\mathbf{D}, \mathbf{E}} \left\{ \| \mathbf{X} - \mathbf{DZ} \|_F^2 \right\} \quad \text{subject to} \quad \forall i, \| z_i \|_0 \leq T_0,$$

where the coefficient matrix $\mathbf{Z} \in \{z_1, \ldots, z_l\}$ contains coefficients that represent each patch of $\mathbf{X}$ and $T_0$ is the maximum number of non-zero coefficients used to represent those patches.

4.2. Coefficient matrix estimation

The coefficient matrices $\mathbf{B}_1 = \{\hat{\mathbf{b}}_1^1, \hat{\mathbf{b}}_1^2, \ldots, \hat{\mathbf{b}}_1^{1/P}\}$ and $\mathbf{B}_2 = \{\hat{\mathbf{b}}_2^1, \hat{\mathbf{b}}_2^2, \ldots, \hat{\mathbf{b}}_2^{1/P}\}$ of sizes $\mathbb{R}^{k \times (l - 1)}$ are learned over the trained dictionary to approximate the patches of image sequences $\mathbf{Q}_1 = \{\mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_{(T - 1)}\}$ and $\mathbf{Q}_2 = \{\mathbf{q}_2, \mathbf{q}_3, \ldots, \mathbf{q}_{T}\}$ of sizes $\mathbb{R}^{k \times (l - 1)}$. Here, $\{\mathbf{q}_i\}_{i=1}^l$ is the vectorized column with the total number of overlapping patches, $P$; further, $N$ and $K$ represent the total number of rows in the aligned frames and coefficient matrices, respectively. The patches along all the aligned frames are represented as $\mathbf{Q} = \{q_i\}_{i=1}^l \in \mathbb{R}^{N \times T}$ for $j = 1, \ldots, T$, and those approximations can be obtained by solving the following minimization problems:

$$\hat{\mathbf{b}}_j^i = \arg \min_{\mathbf{b}_j^i} \left\{ \| \mathbf{q}_j - \mathbf{D}\mathbf{b}_j^i \|_2^2 + \lambda_i \| \mathbf{b}_j^i \|_1 \right\},$$

$$i = 1, 2, \ldots, P; \quad j = 1, 2, \ldots, T - 1$$

Fig. 1. Illustration of dl-DMD for background/foreground separation in videos.
where $\lambda_1$ and $\lambda_2$ in Eqs. (6) and (7) denote the regularization parameters to control the sparsity in the coefficient matrices $B_1$ and $B_2$, respectively.

### 4.3. Dynamic mode decomposition

The dynamic modes are computed by applying Algorithm 1 to the coefficient matrices $B_1$ and $B_2$. That is, we regard these coefficient matrices as the realizations of basis functions whose linear combination gives an observable in $G$. This is the same analogy with Extended DMD (Williams et al., 2015).

Now, a set of dynamic modes $\Phi := \{\phi_1, \ldots, \phi_r\}$ and the corresponding eigenvalues $\Delta := \{\lambda_1, \ldots, \lambda_r\}$ are used to reconstruct these image sequences. Here, $r$ is the number of adopted eigenvectors. These modes represent the slowly varying or rapidly moving objects at time points $t \in \{0, 1, 2, \ldots, T-1\}$ in the video frames with associated continuous-time frequencies and can be expressed as follows:

$$\omega_j = \frac{\log(A_j)}{\Delta r}.$$  

Further, the approximated video frames for low- and high-frequency modes at any time point can be reconstructed as

$$B(i) \approx \sum_{j=1}^{r} \phi_j \exp(\omega_j t) a_j = \Phi \exp(i \Omega t) a.$$  

where $\phi_j$ is a column vector of the $i$th dynamic mode that contains the spatial structure information and $a_j$ is the initial amplitude of the corresponding DMD mode. The vector of the initial amplitudes $\alpha$ can be obtained by taking the initial video frame at time $t = 0$, which reduces Eq. (9) to $|\tilde{\beta}|_{1,1}^p = \Phi \alpha$. Note that the matrix of eigenvectors is not square; thus, the initial amplitudes can be observed using the following pseudoinverse process:

$$\alpha = \Phi^+ |\tilde{\beta}|_{1,1}^p.$$  

### 4.4. Foreground/background separation

The key principle to separate the video frames into foregrounds and the background is the thresholding of low frequency modes based on the corresponding eigenvalues. Generally, the portion that represents the background is constant among the frames and satisfies $|\omega_j| \approx 0$, where $p \in \{1, 2, \ldots, r\}$. Typically, a single mode represents the background, which is located near the origin in the complex space, whereas $|\omega_j|, \forall j \neq p$, are the eigenvalues that represent the foreground structures bounding away from the origin. Therefore, the reconstructed video frames can be separated into the background and foreground structures as follows:

$$\hat{B} = \sum_{p=1}^{r} \phi_p \exp(\omega_p t) a_p + \sum_{j \neq p} \phi_j \exp(\omega_j t) a_j,$$

where $\hat{B} = \{\hat{\beta}_1, \hat{\beta}_2, \ldots, \hat{\beta}_p, \hat{\beta}_t\}^T$ is the reconstructed coefficient matrix and $t = \{0, 1, 2, \ldots, T-1\}$ is the time indices up to $(T-1)$ frames. Note that the initial amplitude $a_1 = \phi_1^* |\tilde{\beta}|_{1,1}^p$ of the stationary background is constant for all the future time points, whereas $a_j = \phi_j^* |\tilde{\beta}|_{1,1}^p, \forall j \neq p$ are the initial amplitudes of varying foreground structures. However, full flattened approximated image sequences $\hat{\mathbf{Y}}$ are reconstructed with dictionary by the following equation:

$$\{\hat{Y}_{i,j}\}_{i=1,j=1}^{P,T} = D |\hat{\beta}|_{1,1}^{p,T}.$$  

The basic idea behind splitting foregrounds and the background in a video sequence is to separate the low and high eigenvalues, as illustrated in Fig. 2. Fig. 2 depicts the continuous time eigenvalues and temporal evolution of amplitudes. Subplot (a) shows a set of video frames of a moving boat.\(^1\) It can be observed that the boat is absent during the initial and last frames (left to right), whereas the middle frame exhibits a full moving boat. The representation of these frames into modes that describe dynamics by applying dl-DMD which provides an interesting insight related to the moving objects in the foreground, that can be achieved by decomposing these frames into spatial modes, amplitudes, and temporal evolutions. Subplot (b) exhibits the different eigenvalues that are based on the information present in the frames. The background is usually static in videos, which corresponds to the zero eigenvalue that is located near the origin, whereas the eigenvalues that are located away from the origin confirm the presence of other dynamics. Further, subplot(c) depicts the amplitude evolution and dictates that the zero-frequency mode which is constant over time, is the background, and that the remaining modes, which correspond to different frequencies, depict the foreground structures. Additionally, we note that the amplitude that describes the moving boat is negative in the initial frames and begins to increase, eventually reaching its maximum at a frame index of 40 when the boat is almost at the center of the video, capturing majority of the foreground information. The amplitude begins to decrease when the boat moves away from the center. The remaining amplitudes with different frequencies describe the other dynamics of the moving objects in the video.

### 5. Dictionary learning and signal approximation

Among several methods that have been proposed for dictionary learning, K-SVD (Aharon et al., 2006) and online dictionary learning (OCL) (Mairal et al., 2009) are popular and practical dictionary learning methods. K-SVD estimates the coefficient matrix using orthogonal matching pursuit (OMP), and a dictionary is updated using SVD. A common approach to perform this calculation is the alternative optimization of the dictionary and coefficient matrix, i.e., minimizing one while maintaining the other constant (Lee et al., 2007; Ouzi et al., 2017). Note that K-SVD is one of the most popular algorithms for image denoising (Elad and Aharon, 2006). Here, we learn a noise free version of the dictionary for better approximation of spatiotemporal signals, $\mathbf{Y}_1$ and $\mathbf{Y}_2$. Typically, while learning the dictionary, the number of overlapping patches, $P$, is set to a large value that is relative to the signal dimension, $d$. Generally, the number of dictionary atoms

\(^1\) http://changedetection.net/.
Algorithm 4 Dictionary learning on random input block patches of video

Require: input $X = \{x_1, \ldots, x_L\}$, patch size $d$, dictionary size $k$
1: Initialization: Set $D := D_0 \triangleright D_0$ initialized with random patches.
2: for $n = 1, \ldots, L$ do
3: $\triangleright$ Total number of iterations
4: $\text{argmin}_n \|x_n - Dz_n\|_F^2$ subject to $\forall n, \|z_n\|_0 \leq T_0$,
5: for $j = 1, \ldots, k$ do
6: $D_j := 0$ \triangleright $j$th Dictionary atom to be updated
7: $I := \text{indices of signals in } X \text{ whose representations use } d$
8: $E := X_I - \sum_{j \in I} D_j Z_{j,I}$ \triangleright Error matrix without $j$th atom.
9: $\min_\nu \|E - D_j g_j\|_F^2 \triangleright g_j = Z_{j,I}^T$ is the $j$th row of nonzeros in $Z_j$.
10: $D_j = u_j g_j = \sigma_j v_j$ \triangleright Update the dictionary atom via SVD of $E$.
11: end for
12: end for

is considerably less than the input signals, i.e., $k \ll P$. Thus, each input signal only uses a few atoms in the dictionary. Note that we only consider an over-complete dictionary with $k > d$, so that dictionary can hold enough information for accurate signal approximation. The dictionary learning procedure is further summarized in Algorithm 4.

**Learning strategy:** There are two strategies to learn a dictionary; it can either be fixed, i.e., trained offline using a large dataset, or it can be used online in an adaptive manner based on the current estimation. This study formulates the approximation of spatiotemporal signals using an offline dictionary. The training process is performed only once, which exhibits an advantage that is computationally less expensive.

**Training data for dictionary learning:** To construct training data for dictionary learning, random patches are selected from the randomly selected frames. In some cases of real-life videos, majority of the frames contain background information when there is no moving object or present for a short duration. In such videos, we only choose a set of frames where both foreground and background information is present to approximate the input signals accurately. The training data contains block patches of size $8 \times 8$ pixels, and the total number of these patches were set to 30% to 40% of total input patches to train a dictionary. The size of the learned dictionary is set to $64 \times 128$ for all videos, where 128 is the total number of atoms in the dictionary. The training set to train a dictionary is depicted in Fig. 3(a), and a learned dictionary on the changedetection.net dataset (Wang et al., 2014), is shown in Fig. 3(b). A dictionary with more number of dictionary atoms minimize the reconstruction error after applying the DMD at the cost of high computation time, whereas a dictionary with few atoms holds less information which in result increases the reconstruction error. Fig. 4 shows the decrease in reconstruction error by increasing the size of dictionary atoms. Reconstruction error is calculated using the original image sequences $V$ and approximated image sequences $\hat{Y}$ (in Eq. (12), reshaped to input video size) as

\[
\text{Reconstruction Error} = \sqrt{1 \over E} \sum_{i=1}^{E} \|V(i) - \hat{Y}(i)\|.
\] (13)

where $E$ is the total number of pixels in the input image sequences. Here we also introduce a correction matrix $C$ to minimize the reconstruction error generated after applying the DMD that is obtained by solving the following minimization

\[
\min_C \left\| V - C\hat{Y} \right\|_F^2 + \lambda_1 \left\| \hat{Y} \right\|_1,
\] (14)

where $\lambda_1$ is the regularization parameter. Note that correction matrix $C$ is applied after full reconstruction of input video sequences in Eq. (12).

**Coefficient matrix approximation:** The approximation of spatiotemporal signals, $Y_1$ and $Y_2$, depends on the estimation of coefficient matrices $B_1$ and $B_2$, which can be estimated using any pursuit algorithm (Pati et al., 1993; Tropp and Gilbert, 2007). To achieve this efficiently, we applied the $\ell_1$-norm regularization and solved Eqs. (6) and (7) using fast iterative shrinkage-thresholding algorithm (FISTA) (Beck and Teboulle, 2009). The numbers of non-zero coefficients in the sparse matrices are controlled by the regularization parameters, $\lambda_1$ and $\lambda_2$. The selection of these parameters is crucial to estimate the signals. In dl-DMD method, we manually set these parameters for each video, so that we can obtain a well approximated signal. Higher values of $\lambda_1$ and $\lambda_2$ results in a sparse coefficient matrix which helps to denoise the image sequences by just selecting few dictionary atoms. However, for better approximation of input image sequences small values of regularization parameters are recommended.

6. dl-DMD for local level dynamics

In standard DMD method, the foreground and background structures are separated by applying DMD on a set of frames without considering the local level information. This local level approach provides an insight about the dynamics of moving objects at different areas in the video, which can be achieved by considering the overlapping patches in the frames and is illustrated in Fig. 5. Fig. 5(a) (first row) shows the five samples of a slowly moving boat, whereas the corresponding foreground detected frames are shown in Fig. 5(a) (second row). Two $8 \times 8$ block patches are considered to analyze the static and varying portions in the video frames that are depicted in blue and red, respectively. The blue patch incorporates majority of the background information, which is constant over time, whereas the red patch contains the foreground information of the moving waves.
Further, these block patches were estimated over the atoms of the matrices obtained over this learned dictionary (using Eqs. (6) and (7)).

using random patches of and the proposed dl-DMD. In dl-DMD, a dictionary was initially trained on a sequence of images applied to the standard DMD, compressed DMD because the comparative results of other algorithms were iteratively obtained for a specific dataset. For the synthetic data, we compared our proposed dl-DMD method with standard DMD and cDMD. The estimated and the ground-truth eigenvalues are shown in Table 1. The comparison of these results demonstrates that the proposed dl-DMD method can approximate the underlying dynamics more accurately by estimating the true eigenvalues ( referred to as the learned dictionary and finally eigenvalues are obtained (explained in Algorithm 1). The comparison of these results demonstrates that the proposed dl-DMD method can approximate the underlying dynamics more accurately by esti-

7.1. Synthetic data

We quantitatively evaluated the performance using the synthetic data that were generated as follows. First, a sequence of noisy images \( s_i \in \mathbb{R}^{128 \times 128} \) was generated using the following equation:

\[
s_i = e_1 p_1 + e_2 p_2 + \mathcal{N}_i,
\]

where \( p_1, p_2 \in \mathbb{R}^{128 \times 128} \) and \( \mathcal{N}_i \) is the zero-mean Gaussian noise with standard deviation \( \sigma = 0.3 \) for \( t = 0, 1, ..., 15 \). The dynamic modes of the noise-free image sequences are \( p_1 \) and \( p_2 \), where \( e_1 = 0.99 \) and \( e_2 = 0.9 \), are the corresponding eigenvalues, respectively. The noisy sequence of images was applied to the standard DMD, compressed DMD and the proposed dl-DMD. In dl-DMD, a dictionary was initially trained using random patches of \( s_i \). Then, dmd is applied over coefficient matrices obtained over this learned dictionary (using Eqs. (6) and (7)). Further, these block patches were estimated over the atoms of the initial and final frames; further, a moving boat is observed in the middle frames. The corresponding graphs of these patches, which depict the amplitudes over time, are depicted in Fig. 5(b) and (c). First, the dynamics that correspond to the blue patch exhibit relatively small amplitudes in comparison to those exhibited by the other patch, indicating that it contains low frequency modes. Further, the red patch exhibits high amplitudes over time, which reveals the presence of high frequency modes due to the presence of moving waves and a boat. The initial amplitudes of both foregrounds and background for \( j \)th patch \( x_{patch,j} \in \mathbb{R}^{64 \times 1 \times 1} \) in a given set of frames can be expressed by using the following equation as:

\[
\begin{align*}
\{ \{ y_{i,1} \}_{i=1}^2 \}^P &= \begin{cases} 
\{ \{ x_{patch,j} \}_{i=1}^2 \}, & \text{if } i = j, \\
\{ \{ y_{i,1} \}_{i=1}^2 \} = 0, & \text{otherwise.}
\end{cases} \\
\alpha_{patch} &= \Phi^\dagger \{ \{ b_{i,j} \}_{i=1}^2 \}^P.
\end{align*}
\]

7. Experimental results

We empirically investigated the performance of the proposed dl-DMD using synthetic data (Section 7.1) and a real video dataset that were BMC and SBMnet (Section 7.2). Here, the values of the regularization parameters were manually tuned based on the results that were iteratively obtained for a specific dataset. For the synthetic data, we compared our proposed dl-DMD method with standard DMD and compressed DMD because the comparative results of other algorithms can be found in the research of Takeishi et al. (2017).

7.1. Synthetic data

We quantitatively evaluated the performance using the synthetic data that were generated as follows. First, a sequence of noisy images \( s_i \in \mathbb{R}^{128 \times 128} \) was generated using the following equation:

\[
l_{t} = \mathcal{D}_{\text{DMD}}(s_{t-1}, A_{t-1}) + \mathcal{N}_{t},
\]

where \( s_{t-1}, A_{t-1} \in \mathbb{R}^{128 \times 128} \) and \( \mathcal{N}_{t} \) is the zero-mean Gaussian noise with standard deviation \( \sigma = 0.3 \) for \( t = 0, 1, ..., 15 \). The dynamic modes of the noise-free image sequences are \( p_1 \) and \( p_2 \), where \( e_1 = 0.99 \) and \( e_2 = 0.9 \), are the corresponding eigenvalues, respectively. The noisy sequence of images was applied to the standard DMD, compressed DMD and the proposed dl-DMD. In dl-DMD, a dictionary was initially trained using random patches of \( s_i \). Then, dmd is applied over coefficient matrices obtained over this learned dictionary (using Eq. (6) and (7)). Further, these block patches were estimated over the atoms of the learned dictionary and finally eigenvalues are obtained (explained in Algorithm 1). The comparison of these results demonstrates that the proposed dl-DMD method can approximate the underlying dynamics more accurately by estimating the true eigenvalues ( even in the presence of noise. Table 1 shows the estimated eigenvalues by dl-DMD are more close to the ground truth than standard and cDMD methods.

To demonstrate the effectiveness of the proposed method visually, another experiment is performed on a video of SBMnet dataset, where people are strolling in a terrace with no original background provided in the dataset. To visualize the foreground structures extracted by the dl-DMD, standard and cDMD methods we chose 200 consecutive frames from the video and then applied all those three methods. Fig. 6 (first row) shows every 20th frame of first 100 frames of a video. Second row shows the foregrounds extracted by standard DMD method. Third row shows the foregrounds extracted by compressed DMD. Foregrounds in the last row is extracted by the proposed method. It can be visualized that standard and compressed DMD methods were unable to extract the foreground structures more accurately than dl-DMD method. Also with the introduction of dictionary in DMD, the replicating effect of moving objects introduced after applying the DMD can be minimized effectively. Note that, for this experiment size of sensing matrix in cdMD was set to \( p_c = (n_1 + n_2)/2 \) (see Algorithm 2), since too much compression will result in loss of spatial information.

7.2. Real video dataset

We further measured the quantitative performance of our proposed method on the publicly available BMC dataset (Vacavant et al., 2012; Sobral and Vacavant, 2014) and SBMnet dataset and also demonstrated that dl-DMD can separate the background structures from the foreground by extracting accurate underlying dynamics in video sequences. This dataset is a benchmark for background modeling of various outdoor surveillance scenarios, such as raining or snowing at different time intervals, illumination changes or snowing at different time intervals, illumination changes relative to outdoor lighting conditions, long duration of motionless foreground objects, and dynamic backgrounds (e.g., moving clouds or trees). The first frame of each of the nine real videos from the BMC dataset are shown in Fig. 7.

**Table 1** Estimated and the ground-truth eigenvalues.

<table>
<thead>
<tr>
<th>Method</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>0.99</td>
<td>0.9</td>
</tr>
<tr>
<td>Standard DMD</td>
<td>0.994</td>
<td>0.8319</td>
</tr>
<tr>
<td>Compressed DMD</td>
<td>0.994</td>
<td>0.8348</td>
</tr>
<tr>
<td>dl-DMD</td>
<td>0.991</td>
<td>0.90</td>
</tr>
</tbody>
</table>

![Fig. 5. Local level dynamics; (a) Original frames of video (first row) and detected foregrounds (second row); (b) amplitude evolution of blue patch that corresponds to background; (c) amplitude evolution of red patch that corresponds to foreground.](image)

![Fig. 6. First-row: original video frames of moving people; second-row: extracted foregrounds with standard DMD method; Third-row: extracted foregrounds with compressed DMD; Last-row: extracted foregrounds with dl-DMD (proposed).](image)
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Fig. 7. BMC dataset: First frame of nine real videos.

The videos, a set of 200 consecutive frames containing the foreground and background information, was extracted and down-sampled by a factor of 2 to further decrease the computation time. An identical setting is employed on all BMC real videos to train the respective dictionaries. Since the algorithm is applied on a set of consecutive frames, any change appears after these frames is difficult to predict so more than one background is estimated for those videos where background changes with time as in videos (001), (005) and (008).

Evaluation settings: To achieve better performance for foreground and background separation, we ran a number of tests to tune the parameters for dictionary learning and signal estimation because these parameters exhibit a crucial effect on the overall performance of dl-DMD. A dictionary of size $64 \times 128$ pixels was selected to estimate the coefficient matrices and to approximate the signal patches. To train a dictionary using K-SVD algorithm, the total number of non-zero coefficients were set to $T_0 = 16$, $\lambda_1, \lambda_2 = 10^{-3}$, patch size $8 \times 8$ with overlapping factor 1. Also, this setting of parameters ensured a better convergence of Eqs. (6) and (7).

dl-DMD performance on BMC dataset. The trained dictionaries on the BMC dataset for videos (001), (002) and (003) are shown in Fig. 8. The reconstructed backgrounds for videos (001) to (009) are shown in Fig. 9, which are modeled on a fixed set of frames. Some of the foreground extraction results of BMC videos (001) to (009) are shown in Fig. 10. Fig. 10 (first row) shows the gray-scale frames of the moving objects that are highlighted in red, and their corresponding backgrounds are shown in (the second row). The difference image was calculated by considering the absolute difference between the original frames and their respective backgrounds. To further enhance the accuracy of the extracted foreground structures, morphological operations were applied to fill the empty holes and to connect the unconnected binary pixels followed by thresholding. The evaluation results for all the nine videos in the BMC dataset are presented in Table 2. The recall, precision, and F-measure metrics were calculated to evaluate the real videos.

Recall: It measures the ability to accurately detect the foreground pixels that belong to the foreground.

Precision: It measures the number of accurately detected foreground pixels that are actually correct.

F-measure: It is the harmonic mean of recall and precision that provides an average value when the values are close, and calculated as

$$ F = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}. $$

These results indicate some of the strengths and limitations of the proposed method. Note that the proposed method is presented as a batch algorithm applied to a set of consecutive frames. Thus, any changes that occur later in time are difficult to detect, such as the sleeping foreground in video (001), when the cars are parked for a long period of time; this reduces the F-measure value. Another factor that reduces the F-measure value is the presence of non-periodic backgrounds, such as snow and moving clouds, which prominently appear in videos (005) and (008), respectively. However, in case of videos with little variation in the background, high F-measure values were obtained. dl-DMD achieves good F-measure values in videos (002), (003), (004) and (009) because the backgrounds of these videos are almost static for the entire duration. dl-DMD can detect the small and large moving foreground objects, such as a running rabbit in video (004) and the big moving trucks with illumination changes in video (002), respectively; additionally, the competitive F-measure values were obtained.

Dl-DMD performance on SBMnet dataset. To further validate the performance of our proposed method, we quantitatively evaluated it on SBMnet dataset. This dataset contains challenging videos of different categories such as background motion, illumination change, jitter, long and short sequence of images and provides some of the videos with their respective ground-truth backgrounds. We compared the performance of our method with the following state-of-the-art methods (MSCL-Javed et al. (2017a), FSBE-Djerida et al. (2019), LaBgEn-Laugraud et al. (2017), NExBi-Mseddi et al. (2019), Photomontage-Agarwala et al. (2004), Bidirectional Analysis-Minehata et al. (2016),...
### Table 2
Evaluation results (BMC dataset).

<table>
<thead>
<tr>
<th>Measure</th>
<th>BMC videos</th>
<th>001</th>
<th>002</th>
<th>003</th>
<th>004</th>
<th>005</th>
<th>006</th>
<th>007</th>
<th>008</th>
<th>009</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSL De La Torre et al. (De La Torre and Black, 2003)</td>
<td>F-Measure</td>
<td>0.765</td>
<td>0.744</td>
<td>0.821</td>
<td>0.700</td>
<td>0.706</td>
<td>0.764</td>
<td>0.647</td>
<td>0.556</td>
<td>0.656</td>
</tr>
<tr>
<td>LiSADM Goldfarb et al. (Goldfarb et al., 2013)</td>
<td>Precision</td>
<td>0.511</td>
<td>0.724</td>
<td>0.802</td>
<td>0.729</td>
<td>0.475</td>
<td>0.655</td>
<td>0.693</td>
<td>0.633</td>
<td>0.809</td>
</tr>
<tr>
<td>GoDec Zhou and Tao (Zhou and Tao, 2011)</td>
<td>Recall</td>
<td>0.684</td>
<td>0.552</td>
<td>0.761</td>
<td>0.709</td>
<td>0.621</td>
<td>0.670</td>
<td>0.465</td>
<td>0.598</td>
<td>0.790</td>
</tr>
<tr>
<td>Standard DMD</td>
<td>F-Measure</td>
<td>0.544</td>
<td>0.611</td>
<td>0.784</td>
<td>0.718</td>
<td>0.533</td>
<td>0.653</td>
<td>0.536</td>
<td>0.600</td>
<td>0.723</td>
</tr>
<tr>
<td>cDMD (Erichson et al., 2016)</td>
<td>Recall</td>
<td>0.552</td>
<td>0.697</td>
<td>0.778</td>
<td>0.693</td>
<td>0.611</td>
<td>0.700</td>
<td>0.720</td>
<td>0.515</td>
<td>0.566</td>
</tr>
<tr>
<td>dL-DMD</td>
<td>F-Measure</td>
<td>0.586</td>
<td>0.757</td>
<td>0.864</td>
<td>0.731</td>
<td>0.537</td>
<td>0.607</td>
<td>0.608</td>
<td>0.50</td>
<td>0.758</td>
</tr>
</tbody>
</table>

### Table 3
Evaluation results (SBMnet dataset).

<table>
<thead>
<tr>
<th>Measure</th>
<th>RMR</th>
<th>FC-FlowNet</th>
<th>BE-AAPSA</th>
<th>Bidire-ctional</th>
<th>Photo-montage</th>
<th>NExB1</th>
<th>LabGen</th>
<th>FSB</th>
<th>MSCL</th>
<th>dL-DMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic (511)</td>
<td>5.3709</td>
<td>3.9735</td>
<td>4.0511</td>
<td>4.5214</td>
<td>5.79770</td>
<td>5.8916</td>
<td>4.8294</td>
<td>3.7414</td>
<td>4.2186</td>
<td>3.9203</td>
</tr>
<tr>
<td>Basic (Blurred)</td>
<td>2.9910</td>
<td>2.6962</td>
<td>15.2057</td>
<td>2.4346</td>
<td>2.0214</td>
<td>2.5863</td>
<td>1.3990</td>
<td>3.1953</td>
<td>1.8057</td>
<td>7.9128</td>
</tr>
<tr>
<td>Clutter (board)</td>
<td>0.8337</td>
<td>0.8691</td>
<td>0.7629</td>
<td>0.8957</td>
<td>0.5029</td>
<td>0.9162</td>
<td>0.8491</td>
<td>0.9340</td>
<td>0.9322</td>
<td>0.5629</td>
</tr>
<tr>
<td>Clutter (boulevard)</td>
<td>4.8947</td>
<td>5.0200</td>
<td>5.1418</td>
<td>7.7770</td>
<td>12.1045</td>
<td>5.0516</td>
<td>8.2299</td>
<td>2.3321</td>
<td>5.0010</td>
<td>8.2092</td>
</tr>
<tr>
<td>Jitter (Badminton)</td>
<td>0.8189</td>
<td>0.8956</td>
<td>0.8821</td>
<td>0.8715</td>
<td>0.8995</td>
<td>0.8976</td>
<td>0.8946</td>
<td>0.9003</td>
<td>0.9699</td>
<td>0.8921</td>
</tr>
<tr>
<td>IntermittentMotion (BusStation)</td>
<td>3.1726</td>
<td>3.4513</td>
<td>4.226</td>
<td>3.4324</td>
<td>6.5309</td>
<td>5.0622</td>
<td>7.0926</td>
<td>4.399</td>
<td>3.4057</td>
<td>6.5365</td>
</tr>
<tr>
<td>Jitter (bus stop morning)</td>
<td>8.4681</td>
<td>5.5368</td>
<td>4.3975</td>
<td>5.1114</td>
<td>4.2924</td>
<td>5.2289</td>
<td>2.2679</td>
<td>6.5668</td>
<td>2.4174</td>
<td>10.2870</td>
</tr>
<tr>
<td>Very long (bus stop morning)</td>
<td>5.9804</td>
<td>5.6795</td>
<td>5.7741</td>
<td>7.8832</td>
<td>6.1219</td>
<td>6.9018</td>
<td>5.8297</td>
<td>6.1012</td>
<td>5.7245</td>
<td>5.4876</td>
</tr>
<tr>
<td>Very short (CUHK square)</td>
<td>0.9359</td>
<td>0.9190</td>
<td>0.8273</td>
<td>0.9411</td>
<td>0.9672</td>
<td>0.9451</td>
<td>0.9713</td>
<td>0.9672</td>
<td>0.9713</td>
<td>0.9051</td>
</tr>
<tr>
<td>Very short (dynamic background)</td>
<td>0.8664</td>
<td>0.9426</td>
<td>0.9318</td>
<td>0.9384</td>
<td>0.9268</td>
<td>0.9083</td>
<td>0.9661</td>
<td>0.9524</td>
<td>0.9637</td>
<td>0.9508</td>
</tr>
<tr>
<td>Very short (dynamic background)</td>
<td>0.8664</td>
<td>0.9426</td>
<td>0.9318</td>
<td>0.9384</td>
<td>0.9268</td>
<td>0.9083</td>
<td>0.9661</td>
<td>0.9524</td>
<td>0.9637</td>
<td>0.9508</td>
</tr>
</tbody>
</table>
consider four metrics (AGE, MSSSIM, PSNR and CQM) to measure the performance which are presented in Table 3 from top to bottom, respectively. Highest, second highest and third highest CQM values are shown in red, blue and green color, respectively. The proposed method achieved competitive CQM value for videos (511, AVSS2007, Bus-stop-morning and Dynamic-background) in comparison to other methods. For those videos in which the background exposure is for very short duration of time the shadow effect of moving object appears in the reconstructed background as shown in Fig. 11 (Board) which ultimately reduces the performance. However, for long sequence of images such as in bus-stop-morning; background appears for long duration of time and our method achieved almost the same CQM value as FC-FlowNet method. Similarly, for Basic (511) and (AVSS2007) our method achieved the second highest CQM value. However, for short image sequences our method achieved third highest CQM value because in this category of video. These results show that dl-DMD method is competitive enough among the state-of-the-art algorithms to extract the backgrounds from challenging videos with complex underlying dynamics.

8. Conclusions

We proposed dl-DMD for accurate foreground extraction in videos. In the proposed method, DMD is performed on coefficient matrices estimated over a dictionary which is learned over the randomly selected patches from the video frames. The experiments on synthetic data reveals that dl-DMD method can extract accurate complex dynamics in time series data by extracting true modes and their corresponding eigenvalues. Also, experiments on real video dataset demonstrates that our method can extract foreground and background information in videos with comparable performance to other methods.
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